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Resumen

En este trabajo se estudia el siguiente problema de valor de frontera asociado con el p-Laplaciano:

{—Apu(ar) = h(z)f(u(z)) + q(z), z€Q, (PP)
u(x) =0, x € 092,

donde p > 1, Q C RN es un dominio suave y acotado, ¢ € LP (), h € L®(Q), y f : R — R es
una funcién discontinua, la cual satisface:
(F1) Existe a € R tal que

a) f € C(R\{a},R),

b) f(a™) < f(a™),

c) f(a) € [f(a™), fla®)],
(Fg) existen o, Cy,Co > 0, con 1+ « € [p, p*], tales que

VseR: |f(s)| < C1+ Cals|?,

donde
Np
p* = .Z\]—]?7
+oo0, p=>N.

p <N,

Al considerar el gradiente generalizado (Clarke) de I : VVO1 P(Q2) — R en un elemento u, denotado

0I(u), donde
:1/ |Vu(x)]pdx—/ da:—// x)dsdz,
pPJo

se demuestra que la condicién 0 € 0I(u) es equivalente a

—Apu(z) — q(x) € ¢z, u(x)), ae. Q,

donde
A (h)f(s)} s#a
¢($78) = [h(x)f(ai)vh( )f(aJr)]’ s=a,x €y,
[h(2) f(a®), h(z)f(a7)], s=a,2€,
y

Qp:={zecQ/h(x)>0} y Q_:={zecQ/h(z)<0}.

También, asumiendo ciertas condiciones sobre la imagen de ¢ y que 0 € 9I(u), se demuestra
que u es una solucién débil casi en todas partes del problema (PP).

Ademsds, al asumir que u es un punto de minimo local de I y la medida de €_ es cero, o u
es un punto de maximo local de I y la medida de 2+ es cero, se demuestra que u es también
una solucién débil casi en todas partes.

Finalmente, como una aplicacién, suponiendo que [Q_| =0, a =p—1, M # 0,y C; < \i/M
(donde A1 es el primer autovalor del p-Laplaciano y M = ||h||1~(q)), se demuestra que (PP)
tiene una solucién débil casi en todas partes.

Palabras Clave— p-Laplaciano, problema de valor de frontera, discontinuidad, gradiente gen-
eralizado.



Abstract

In this work we study the following boundary value problem involving the p-Laplacian operator:

{—Apu(x) = h(z)f(u(z)) +q(z), =€, (PP)
u(l‘) =0, x € 092,

where p > 1, Q@ C RY is a smooth bounded domain, ¢ € LPI(Q), he L>*(),and f:R—>Risa
discontinuous function satisfying:
(F1) There exists a € R such that

a) f € C(R\{a},R),

b) f(a™) < f(a™),

c) f(a) € [f(a™), fla®)],
(F2) there exist o, C1,Co > 0, with 1 + a € [p, p*], such that

Vs eR: |f(5)| §01—|—02|8|a,

where
Np

p*: N_p’

p <N,

+o00, otherwise.
By considering the Clarke’s generalized gradient of I : I/VO1 P(Q) — R at u, denoted 9I(u),
where
1
= / |Vu(x)Pdx —/ x)dx — / / x)dsdz,
P Jo
we show that condition 0 € 9I(u) is equivalent to

—Ayu(x) — q(x) € d(x,u(z)), ae. Q,

where
A {h()£(5)}, s#a,
¢(z,s) = ¢ [h(@)f(a7), h(z)f(a®)], s=a,2€Qy,
[h(z) f(a™), h(z)f(a7)], s=a,2€Q,
with

Qr={zeQ/h(z)>0} and Q_:={zecQ/h(z)<0}.

We also show that, under certain conditions on the image of ¢, u is an almost everywhere
weak solution to the problem (PP) if 0 € 01(u).

Besides, by assuming that u is a point of local minimum of I and the measure of €)_ is zero,
or u is a point of local maximum of I and the measure of €1, is zero, we show that u is also an
almost everywhere solution.

Finally, as an application, by assuming |Q_| =0, a =p—1, M # 0, and C; < \i/M (A
being the first eigenvalue of the p-Laplacian and M = ||A| 1)), we show that problem (PP)
has an almost everywhere weak solution.

Keywords— p-Laplacian, boundary value problem, discontinuity, generalized gradient.
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1 Introduction

Partial Differential Equations have a long history of applications to many fields, starting with the link be-
tween Calculus and Physics. Nowadays, it is widely used to make predictions about the behavior of different
phenomena. Special examples are Hamiltonian equations in mechanics, the heat equation in thermodynamics,
Lotka-Volterra system in population dynamics, or SIR models to study the evolution of diseases.

Although this area is known commonly by its applications in mathematical modeling, it constitutes a huge
branch of mathematics on its own. The extensive development of this theory goes beyond the most basic situ-
ation of two independent variables (x,t), allowing the study of mathematical problems on infinite-dimensional
spaces, linked other abstract fields, and being useful in the rigorous set up of physical theories.

The main concern is to find solutions to partial differential equations (PDE) and study their qualitative
behaviour. To achieve this, different methods have been used by combining varied fields of mathematics like
functional analysis, topology, and calculus of variations. Among these methods, we have the variational ones,
which basically consist of associating a functional to the PDE and finding critical points of this functional, i.e.,
points where the differential of the functional nulls. These critical points give us, in a weak sense, solutions to
our problem. However, to apply these results we have to assume conditions of ”smoothness” over the functional,
which is not always possible. This fact motivated a more general theory to search for critical points of nonsmooth
functionals. In this work we study a PDE involving a functional of this kind.

In concrete, we are interested in solutions for
—Apu(z) = h(z) f(u(z)) +q(z), =€,
u(z) =0, x € 09,
where
Apu =V - (|VuP~2Vu),
denotes the p-Laplacian operator and Q@ C RY is a smooth bounded domain. The following conditions are
assumed

(F1) For some a € R,

a) f € C(R\{a},R),
b) f(a™) < f(a™),
c) f(a) € [f(a7), f(a™)].
(F2) There exist o, C1,C2 > 0, with 1 4+ « € [p, p*], such that

VseR: [f(s)] < CL+ Cols|”.

Here

400, otherwise.

The function f is, in general, nonlinear and is called the nonlinear term of the problem. This situation is a
generalization of a problem studied by Ambrosseti and Badiale, [1],

{—Au(m) = flul(x)) +q(z), e,

u(z) =0, z € 09, (P1)

which is associated with a physical model set, [3], which represents the steady-state distribution of temperature
in an electric arc under forced convection. In the model, the function f has a discontinuity. Ambrosseti and
Badiale used a variational approach called Clarke’s Dual Action Principle, introduced in [17], which was fully
expanded and applied in [19] and [6]. This approach basically allowed to find a smooth functional associated
with (P1), called the dual functional, and then to apply the classical theory to obtain its critical points. However,
to employ this method, they had to consider an additional condition on the growth of f, namely

Mathematician 2 Final Grade Project
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(F%) There exists v : R — R such that v(s) = ms + f(s), strictly increasing, for some m > 0.

Arcoya and Calahorrano [4], in an attempt to generalize the problem for the p-Laplacian, changed the variational
approach of Ambrosseti and Badiale by one developed by Chang in [13]. This change was done because the
nonlinearity of the p-Laplacian complicates finding the desired dual functional. Thus, by applying Chang’s
machinery, they work with the generalized gradient of the functional associated with

{—Apu(x) = flu(z)) +q(z), z€Q,

u(z) =0, x € 0N, (P2)

In this way, condition (F%) was no more necessary.
Another generalization was obtained by Mayorga-Zambrano and Calahorrano, [8]. They considered the
following generalization of (P2),

’U,(ZZJ) ) x € 39,

{—Apu@:) — (@) f(u(@)) + q(z), z e
0

assuming
(Hy1) h € L*™(Q) and h > 0.

In this work we extend this problem once more by considering any bounded function h, i.e., by replacing
(H1) by (H2),

(Hy) h e Lo(Q).

To produce our results, we use the machinery developed in [13]. We shall work with a non-Frechet differentiable
but locally Lipschitz continuous functional (associated to (PP)),

I:WyP(Q) — R,
given by .
I(u) = E/Q |Vu(z)|Pdx — /Qq(a?)u(x)d:v - /QF(u(sc))h(at)dx,
where

Ft) = /0 F(s)ds.

We consider two kinds of solution. First, we say that u € Wy ?(Q) is a multivalued solution of (PP) if

—Apu(z) — q(x) € ¢(x,u(x)), ae Q.

with
A {h(@)1(5)}, s#a,
¢(z,5) = { [M(x)f(a™), h(z) f(a®)], s=a,z€Qy,
[h(x)f(a™),h(z)f(aT)], s=a,x€Q,
where

Qp:={zeQ/h(z) >0} and Q_:={zecQ/h(z)<0}.

Second, we say that u € W,P(Q) is a solution or an almost everywhere weak solution of (PP) if

—Apu(z) —g(z) = h(z) f(u(x)), a.e Q.

Also, we say that u € W,P(Q) is a generalized critical point of T if and only if 0 € OI(u), where OI(u) is the
generalized gradient of I at u.

Next, we will shortly state our results. In one hand, u € Wol’p (Q) is a generalized critical point of I if and
only if it is a multivalued solution of (PP). In other hand, by assuming that w is a generalized critical point and

—q() ¢ [o-,0*],  ae 9,

Mathematician 3 Final Grade Project
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where
a = min{azo,ago},
at = max{azo,oz;o},
with
Qs *=min {m+f (a M+f a” }
0‘42_0 =1 X{Tm_f(a+ M+f a+ }
Qa_ i=min {m f(aJr a+ }
aty :max{m fla™),M_f (a” }
and

my =essinf(h(z)) M, :=esssup(h(x))

reQy reQy
m_ :=essinf(h(x)) M_ :=esssup(h(z)),
zeQ_ TEQ_

we will show that u is an almost everywhere weak solution of (PP). Finally, by considering one of the following
conditions

(i)
(i)

|Q_| = 0 and I has a point of local minimum at u € W, (),

|| = 0 and T has a point of local maximum at u € W, (),

we will prove that u is also an almost everywhere weak solution. After that we will show an application of these
results.
Our work is organized as follows:

In Section 2 we will present concepts and results that will be used during this work. We start by quickly
introducing Baire, Borel, and Lebesgue measurable functions. Next, we briefly discuss LP and Sobolev
spaces. We state some important theorems like the Riesz representation for LP spaces and embedding the-
orems for Sobolev spaces. After that, we examine, in short, the variational approach of partial differential
equations, in particular, we discuss the relation between critical points and the Euler equation. In the
following subsection we state essential definitions and some results of nonlinear analysis. In concrete, we
introduce the Palais-Smale condition, a Deformation Lemma, and a version of the Mountain Pass theorem.
This subsection is presented as additional material that can be useful for the reader to compare it with
variational methods applied to non-Fréchet differentiable functionals. Next, we introduce the concept of
generalized gradient, which is the main tool to work with the functional I. We construct the general-
ized gradient of a locally Lipschitz continuous functional by using the concept of generalized directional
derivative. We present some properties and results about this gradient, and state results used to find
the generalized gradient of I. We present analogous objects as those for the case of Fréchet differentiable
functionals. At the end, we quickly introduce the p-Laplacian operator and discuss some properties of its
first eigenvalue, which will be used to state the application.

In Section 3 we present our results. We open this section by commenting some previous works associated
with our setting. Also, we list our assumptions and explain why they are considered. Specifically, we redo
the proof to find the functional I from (PP) in a formal way. After this, we state and prove our main
result, which gives conditions to get multivalued solutions and almost everywhere weak solutions of (PP).
Finally, we apply our main result to find solutions of one specific PDE equation.
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2 Theoretical framework

2.1 Topics from Mathematical Analysis

In this section, we present some concepts and notations used in this manuscript. Our main references are [33],
[27] and [32]. Consider = (21, ¥, ...,zx) € RY. Its euclidean norm, denoted |x|, is defined with the formula,

o] = [2f + a3 + -+ 2R
Let X be a linear space and z,y € X. A segment [z, y] from x to y is defined as the set of points such that for
any t € [0,1]
tr+ (1 —t)y € A.

A subset A of X is convex iff
Ve,y € A:  [z,y] C A,

and f: X — (—o0,+00] on a convex set X is said to be a conver function if it satisfies the following condition

We say that any function f, whose codomain is R, is a functional. The functional f : X — R is called
positively homogeneous if
Va>0,Vre X: f(ax)=af(x),

and subadditive if
Ve,ye X+ flz+y) < f(z)+ fy).
When X = R we denote

fa*) = lim f(a),
fla™) = lim f(a).

Let us consider a topological space (X, T) and A C X. We say that A is compact if and only if for any open
covering of A,
(Bx)aea €T,

we can find a finite set I € A such that (By)xer is still a covering of A. In other words, A is compact iff from
any open covering of A we can extract a finite open subcovering. We also say that A is sequentially compact iff

for any sequence in A there exists a subsequence converging in its closure, A. This last property is also known
as Bolzano-Weierstrass property. A is relatively compact or precompact if A is compact. When (X, d) is a metric
space, A is compact iff it is sequentially compact. A point z € X is called an accumulation point of A iff

YU € N(z):  (U\{z})NA#0,

where N (z) is the set of neighborhoods of x. The set of all accumulation points of A is denoted by acc(A).
Remark 2.1.1. In the case that dim(X) < 400, A C X is compact if and only if A is closed and bounded.

Consider (Y, G), another topological space. We say that ¢ : X — Y is a homeomorphism iff it is a continuous
bijection and its inverse is also continuous.
Let us define a norm on a linear space X. We say that || - || : X — R is a norm if,

(i) Vue X: Ju)|=0 < u=0;
(i) VAeR,Vue X = |[A-ull = |\ - |lull;
(iii) (triangle inequality) Yu,v € X : |lu+v| < [Ju| + ||v]-
Also, we say that ||| - ||| : X — R is a seminorm on X if conditions (ii) and (iii) hold, and additionally

(i) Yve X |||lv|]] > 0.
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Let (X,]-|lx) and (Y, - [[y) be two normed spaces. We denote by 7)., 7j.|, the topologies induced
by the corresponding norms. Thus, for 7)., 7)), we consider the set of continuous functions from X to Y,
represented by C(X,Y), which consists of functions f such that
Yug € X,Ve > 0,36 >0:  |lu—wllx <d = |f(u) — fluo)lly <e.

For normed spaces (in general for Hausdorff spaces), we have that a function f is continuous iff,

Y(tun)nen CX 1 lim up =u = lim f(u,) = f(u). (1)

n— oo n— oo

We define
L(X,Y):={S:X =Y /S is linear}.

An operator T': X — Y is bounded iff

Je>0,Vue X [Ty < cllullx.

We define
B(X,Y):={T € L(X,Y) /T is bounded}.
This set is a normed space with norm || - || : B(X,Y) — R given by
I7] = nf ()
where

Or={c>0/Vue X :|T(u)|y <cllullx}.

We also define
X*:= B(X,R),

the dual space of X. The set X* is a Banach space, i.e. a complete normed space. Its norm is called the dual
norm and can be computed by

T
IT) = inf (O7) = sup 29— o 17w,
w0 lullx w1

where
Or={c>0/VueX: [T(u|<clullx}.

For functions on £(X,Y’) we have the following result
Theorem 2.1.2. Let T € L(X,Y). Then T is bounded iff T is continuous.
A proof can be found in [27].
We define the limit superior and limit inferior of a set B C R as follows
lim sup(B) := sup(acc(B)),
liminf(B) := inf(acc(B)).

For the case of a functional f on a normed space X, we define the limit superior and limit inferior by

lim f(z) =limsup f(z)

::Eli_r{(l) sup{f(z) / = € B(zo,e)\{wo}}
:Eigg(sup{f(:c) [ € B(xo,€)\{Z0}}),

lim f(x) =liminf f(x)

::;i_r}(l)inf{f(x) / x € B(zg,e))\{z0}}
:iglg(inf{f(x) / x € B(xo,e)\{z0}}),
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where B(xg, ) is the ball of radius € and centered at xg.
When (X, || -|) is a Banach space, we consider two additional types of topologies. The first one is the
(X, X*) or weak topology, which is defined as the initial topology (see [7]) given by the family

(n)"’]eX* )

that is, it is the weakest topology that keeps continuous all elements of the dual space. The second one is
a topology on X*, called o(X*, X) or weak * topology, defined as follows. Consider the canonical mapping
J: X — X** given by

J(u) = Yu,

where v, : X* — R is defined by

Yne X : u(n) = (n,u) :=n(u).

Thus, the weak* topology is the initial topology correlated to (¢, )uex, that is, it is the weakest one that keeps
continuous all the functionals in J(X).

Remark 2.1.3. We say that a Banach space is reflexive if J is surjective.

In this way, we have three types of convergences. A sequence (u,)men € X converges strongly to an element
uw C X iff

lim ||w, —ul =0,
m—r 00

i.e. if it converges in the topology 7). This type of convergence is denoted
Uy, — U, AS M —> +00.

Convergence of (U, )men to w in o(X, X*) is called weak convergence and is denoted by

U, —U, &S M — +00.

For this type of convergence we have the following characterization.
A sequence (Um)meny € X is weakly convergent if and only if

Jue X,Vpe X*: n}gnoo d(um) = p(u). (2)

Remark 2.1.4. If u,, — u, then wu,, converge weakly to u. In addition, in the case that X is finite dimensional
we have that strong and weak convergence are equivalent.

Finally, a sequence (7,,)men C X* converging to u in the weak™® topology is said to converge *-weakly and is
denoted by
nmin, as m — +oo.

An important concept in normed spaces is density. Let X be a normed space and A, B C X. We say that
A is dense in B iff
VyeBVe>0,3zcA: |z—y||<e

To define the following concepts, we use the Euclidean topology on RY. The support of a continuous function
f:RY — R, denoted supp(f), is

supp(f) = {z € RN / f(z) # 0}.

A more general definition of supp of a function will be given in the next section. For © C RY, the space
containing all the k-times continuously differentiable functions with compact support is denoted C*(2). In this
way, we define

Ce(Q) = () CHQ),

k>0
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and we set

C.(Q) = CY(Q).
For two Banach spaces X and Y, with X C Y, we say that X is continuously embedded in Y if
AC >0,Vz e X ully < COullx-
and it is denoted X — Y. In a similar way, we state that X is compactly embedded in Y, denoted X CC Y, if

X — Y and any bounded sequence (t, )men € X is precompact in Y.

2.2 Notions of Measure Theory

We start with some basic notions of measure theory. For more details, we recommend [10], [36], [24], and [23].
For a nice introduction check [29]. Let us denote a measure space by (2, M, i), where  is a non-void set and

e M is a g-algebra in Q, i.e., M C P(Q) is such that
- 0eM.

— M is closed under complementation:

YAe M: A°e M.

— M is closed under countable unions:

V(An)nEN c M: U An € M.

n=1
Any member of M is called a measurable set.
o /i: M — [0,00] is a measure, i.e., it satisfies
— Null empty set:
u(0) = 0.

— Countable additivity:

oo o0
V(An)nen € M disjoint family :  p U A, | = Z w(Ay).

n=1 n=1

e () is o-finite, i.e.,

3 () ey © M such that @ = | ] Q, and 1.(2,) < 00,¥n.

n=1

We say that a property holds ”almost everywhere on 7, symbolized ”a.e. 7, if it holds for any element of
Q\E, for any subset E of Q with u(F) = 0. For a general function f on a general measure space, we define the
support of f, supp(f) , by considering the family of open sets (w;);e; where f =0, [7]. If we set

o=
iel

then f =0 a.e. {2 and
supp(f) = Q\w.

Moreover, analogously to the concepts of sup and inf, we define esssup and essinf by, [40],
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zEQ ECQ zeQ\E

esssupf(z) = iB(fE):o ( sup f(a:))

essinff(z) = sup inf f(z)|.
e ( ) ECQ,u(E)=0 <17€Q\E ( )
Let Q and Y be two general measurable sets with H and J their respective o-algebras. Then, we say that

a function
f:Q—=Y,

is measurable if for any A € J its preimage f~(A) € H. For our particular interest, we consider f : Q — R,
which is measurable iff for any ¢ € R, the set

Ayi={zeQ/ f(z) >t}

belongs to the o-algebra of . We are interested in the case of 2 = R™. Let us consider the Euclidean topology
on this space. Thus, we introduce three measures: Baire, Borel and Lebesgue measures.

To define the Baire measure, let us take into account the set C.(R™) . The smallest o-algebra B; for which
all elements of C.(RY) are measurable is called the class of Baire sets. Any measure u; defined on Bj is called
a Baire measure if for any compact set K € B; we have that p;(K) is finite. In this measure space, we define
Buaire functions, which are classified into classes:

e The Baire class zero group is the set of continuous functions.
e The Baire class one contains all the functions that are pointwise limits of sequences in the class zero.

e In general, we say that a Baire class « is the set of all the pointwise limits of sequences in the Baire class
a—1.

The union of all Baire classes is called the set of Baire functions, [26].

For the Borel measure, we define the Borel o-algebra B as the intersection of all o-algebras of R containing
all the closed sets (or equivalent all the open sets, due to closed under complementation property).

Then a Borel measure is any measure on By. For two topological spaces X and Y we say that f: X — Y is
a Borel measurable function if for any open set A, f~1(A) is a Borel set. When we have functions f : R — R,
the set of Borel and Baire functions coincide (see [25], Section 43, Theorem IV).

Now we introduce the concept of Lebesque measure (R, M, m) thanks to the following result, [37].

Theorem 2.2.1 (Existence of Lebesgue Measure). There exists a positive measure m on a o-algebra M such
that,

1. For any N—cell V
V={z=(6,&,...,&n) /i <& < B, 1 <i < N}

we have
N

Vol(V) := H(ﬁi —a;) =m(V).

i=1
2. Any Borel set is in M.

3. For all E € M and z € RN
m(E + 2) = m(E),

i.e., m is translation invariant.
4. For any p positive translation invariant Borel measure on RN such that

VEKcompact :  p(K) < 400,

there exists a number ¢ such that
VECRY: u(E)=cm(E).
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5. For any rotation T we have
m(T(E)) = m(E),

for any E € M.

Note that Theorem 2.2.1 shows that any Borel set is also Lebesgue measurable. In particular, this shows
that any Borel measurable function is Lebesgue measurable, but the converse is not always true. However, for
any Lebesgue measurable function f there exists a Borel function g such that f(z) = g(z) a.e. Q respect to
the Lebesgue measure (see [24], Section 21). For the Lebesgue measure, the Lebesgue integral is defined which,
unlike the classical Riemann integral, allows us to work on a set of functions closed under the action of taking
pointwise limits of sequences. We shall work with Lebesgue measure and integral along this document.

2.3 Some topics of Functional Analysis

In this section we present definitions and important results about functional spaces on which we will work. We
follow the construction in [7] and [22]. We denote by |A| the Lebesgue measure of A C RY.

2.3.1 Lebesgue spaces

For a quite complete theory of Lebesgue spaces, we recommend [10] and [11]. Let Q C RY. Consider the
equivalence relation defined by
f~gif and only if f(z) = g(z) a.e. Q. (3)

We denote by [f] an equivalence class given by (3). Let £1(Q) be the space of integrable functions, i.e.,

£hQ) = {f Q—-R/ / |f(z)|dx < —|—oo}.
Q
The set of equivalence classes obtained by (3) on £!() is called the L'(Q) space, so we have that,

L) = {[f]/ f € (M)} (4)
In the same manner, we define for p > 1

Q) ={f: Q> R/|fI” € £H(Q)},

and
LP(Q) = A{[f1/ f € L (M)} (5)
Also, we have
£2(Q) := {f:Q—)R/ essesgp|f($)| <—&-oo}7 (6)
and so
L=(Q) = A{[f]1/ f € £7}. (7)

where the equivalence classes are defined by (3). It is common to take a representative element of each equiva-
lence class. In this way, we will say that f € LP(2) meaning that f € [f] for some [f] € LP(Q2). We define the
norm

| lze o) @ LP(Q) — R,

by
1/p
([irpras) ", 1<
1 llr @) = Q
esssup | f(x)], p = +o0.
€N

Remark 2.3.1. || - ||1»(q) defines a seminorm on £P(€2), but thanks to equivalence relation (3) it defines a norm
on LP(Q).

The following is a useful theorem,
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Theorem 2.3.2 (Lebesgue’s Dominated Convergent Theorem). Let (fy,)nen C L*(). Assume that there exists
g € LY(Q) such that for any n € N
[fn(2)] < g(z) a.e. Q,

and that
fulz) = f(z) a.e. Q, as n — +oo.

Then, f € L'(Q) and
| fr — f||L1(Q) — 0, asn — +oo.

For a proof, see [29].

Theorem 2.3.3. (Fischer-Riesz) For p € [1,00] the normed space

(L2, [ e (@)
s a Banach space.

A proof can be found in [7].
Functions C2°(£2) have an important property in LP()) spaces, which will be useful later.

Theorem 2.3.4. For any p € [1,00) the space C°(Q) is dense in LP(£2).

In order to prove Theorem 2.3.4 we will use functions called mollifiers. We say that a sequence (pm)men C
C°(RY) is a sequence of mollifiers iff for every m,

e supp(p,,) € B(0,1/m),
o Janpm =1,
o p > 0.
Proof of Theorem 2.3.4. Let f € LP(Q2). We have to show that

W m)men & G = ln lfin = Fllznay =0 (8)

Define f : RY — R such that,

0, otherwise.

Fla) = {f(x), x € Q,

VmeN: dist(z,R¥\Q) >2/m and U K, =Q.

For example,
Kn={2zcRY/|z|<m and dist(z, RN\Q) > 2/m}.

Define g,, = xx,, f, where xx,, is the indicator function of the set K,,, and f,, = pm * gm, where

P * Gm () = /  Pm(@ = y)gm(y)dy,
R
is the convolution operation. So we get

supp(fm) € B(0,1/m) + K,,, C Q.
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Since convolution transfers smoothness from p,, to f,, it follows that f,, € C>(). Also,
Hfm - f”LP(Q) = anL - fTHLp ]RN
= H(pm*gm (pm * f) + (pm* f) — f‘

L?(RY)

SH(Pm*gm (P x f)‘LP RV) +H (pm * £) - f‘LP RN)

< Iomllea ey lom = Tl + |[(om* ) = 7],

= llgm — fHLP RN +H (pm * ) — f‘Lp RN
Since g, = Xx,, f, by applying the Dominated Convergence Theorem,

g = Tl vy = 0.
Also, since f € LP(RY),
= [nn 7~ -0

(see [7], Theorem 4.22.). Therefore we have proven (8). [ ]

The conjugate exponent of p € (1,00) is defined as the real number p’ such that
p P
For p = 1 we define p’ = co. Now we present a very useful inequality that relates p and p’ norms.

Theorem 2.3.5 (Holder inequality). Assume that 1 < p < oo. Let u € LP(Q), v € L (Q). Then wv € L*(Q)
and

luvllzre) < lullze@lIvliLe q)- (9)

A proof can be found in [24].
There exists an important relation between a space LP(2) and its dual (LP(2))*, which is stated in the
following result

Theorem 2.3.6 (Riesz representation theorem). For p € [1,00) we have that
(@) = 17 (@), (10)

that is, for each ¢ € (LP(Q))* there exists a unique element v € LP (Q) such that

Vue IMQ): (b f) = (f) = / o(@) f(@)da.

Remark 2.3.7. The isomorphism (10) shows that we can identify any linear functional in (LP(£2))* with a unique
element in LP (2). Then, we can interpret an element in (LP(€2))* as an element of L? (Q) and vice-versa.

Now, we define the set of locally integrable functions denoted by L} (). A function f belongs to this set

loc
if for any compact set K C Q

/ |f(x)|dx < 4o00.
K

Remark 2.3.8. Note that L} () is bigger than L!(€). In addition, if © is bounded, by Hélder inequality, we

loc
et
’ LY(Q) CLP(Q) C--- C LY Q) = L} .(Q).

for 1 < p < q < oo (see also [39] for a deeper explanation).

Mathematician 12 Final Grade Project



School of Mathematical and Computational Sciences YACHAY TECH

2.3.2 Sobolev spaces

Based mainly on [7], we introduce Sobolev spaces. Let a = (a1, aa, ..., ayn) € NV be a multiindex whose order
is o] = a1 + as + -+ + ay = k. We denote

o 9o

pop—2 .9
¢ Ozt OzQfy

¢ (11)

for ¢ : RY — R. Consider the next definition,

Definition 2.3.9 (Weak partial derivative). Let u,v € Lj .(Q) and a a multiindex. We say that v is the

a'-weak partial derivative of u provided

/u(x)D”‘qS(x)dx: (—1)\al/v(x)¢(x)dz, Vo € C(Q). (12)
Q

Q

Remark 2.3.10. Note that when 2 C R and |a| = 1, equation (12) is just the formula of integration by parts.

The function v is unique due to the next theorem, usually called the Fundamental Lemma of the Calculus of
Variations.

Theorem 2.3.11. Let us assume that u € L}, () and

VfeCx(Q): /Qu(x)f(x)dx = 0.

Then we get that u =0 a.e. €.

We denote the ot —weak partial derivative of u as D%u. Then, the Sobolev space W*P(Q), for k € N,
€ [1,4o0] is

Vla| <k, 3D% € LP(Q2),Vp € C5°(Q) :
WhP(Q) = u e LP(Q : 13
© / D" ofas = (1" [ atpad (13)

This linear space equipped with the norm || - || : W*P(Q) — R,
1/p
Z/’D" ’pdx , ifl1<p<oo,
ullwres (o) = q \lel<k
Z ess sup ‘Da | if p = oo,
la| <k z€Q

becomes a Banach space (for a proof see [22], Chapter 5). In particular, for the case k = 1 we have

37/11,%/12, ..., YN € LP(2) such that
Wl’p(Q) ={due Lp .
/ /wz o), YoelCr(), Vi=1,2,...,N

We denote each ¢; =

8;8 ,an

vu_<8U/ % . 8u’).

81‘1’ 81‘2’ ’ 81‘]\[

fulbwsooy = ([ (el +|9at)l") dx>1/p.

In this case,
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Definition 2.3.12. For 1 < p < oo we define the space W, () as the closure of C2°(Q) in WhP(Q), i.e.

C(Q) = Wy "()
in norm W?(Q). When k = 1 and p = 2 we denote
Wy"(Q) = Hq(2).
Usually, the dual space of Wol’p(ﬂ) is denoted by W1+’ (Q), ie.,
(Wo (@) = W=7 (Q).

WP (€2) with the norm of W'2(Q) is a separable Banach space for 1 < p < oo and reflexive for 1 < p < co.
Another norm on Wy*(Q) is [Vul| e (o). Indeed, this norm is equivalent to the norm W'(Q) on WP ()
thanks to Poincaré’s inequality,

Theorem 2.3.13. There exists a constant C = C(Q,p) such that
Yu e WoP(2): JullLri@) < ClIVull o). (14)

2.3.3 Embedding theorems

In this subsection we state an embedding theorem. Grossly speaking, it establishes a relation between Sobolev
and LP spaces. Consider the following notation, [7]. Let x € RY write

= (2',zn) witha' € RN 2 = (21, 20,...,2N_1).
Set
Rf = {:c = (1'/,£CN) /TN > O}
Q= {ac = (2/,2n) / |2'| <1and |zn| < 1}
Qy =QNRY
Qo= {w=(a",0) / |o'] <1}.
We present the following definition,

Definition 2.3.14. An open set  is said to be smooth or of class C! if for every x € 0 there exists a
neighborhood U, C RY of 2 and a bijection H, : Q — U such that

H,eC'(Q), H;'eC'(U.), H,(Qy)=U.NQ, and H,(Qo)="U,N0Q.

Theorem 2.3.15 (Rellich-Kondrachov). Let N € N, 1 < p < co. Assume that 2 C RY is bounded and of class
C*. If p* is given by
Np

p*: ]\77])7

p<N,
400, otherwise.
Then
(1) WhP(Q) cC LY(Q) Vge [1,p*) ,ifp<N.
(2) WhP(Q) cc LY(Q) Vg€ [p,+o0) ,ifp=N.
(3) Whr(Q) cc () ,ifp> N.

Also, forp < N
WhP(Q) < LP ().

See [7], Chapter 9, for a proof.
Remark 2.3.16. (1) and (2) in Theorem 2.3.15 imply that there exists a constant C = C(£2, p, ¢) such that,

Vue WHP(Q) s ullLaq) < Clluflwre - (15)

Remark 2.3.17. Since W, ?(Q) € WHP(£2), Theorem 2.3.15 also hold for W, * ().
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2.4 Notions of variational methods

Let us present some results of Calculus of Variations applied to the study of partial differential equations. We
start by presenting some concepts about partial differential equations (PDEs) based on [22].
Let Q@ CRY open, z € Q, and u : Q — R a k-times differentiable function. Let’s consider a function

F RV xR 7' 5. xRY xRx Q= R.
We define a PDE of order £ € N on Q if it has the form
F (Dku(x),Dk_lu(x), ce Du(m),u(x),x) =0

PDEs can be classified depending on their linearity properties. We use the notation (11).

(a) We say that a PDE is linear if it is linear with respect to u and each derivative of u, i.e., if can be
represented as

> cal@)Dule) = f(2)

la| <k
for given functions f and ¢, ( with |a| < k). We say that the equation is linear homogeneous if f = 0,
and linear inhomogeneous otherwise. Any PDE that is not linear is called nonlinear.

Ezxample 2.4.1. Laplace equation

N
0?u(x)
Au(z) = ; 922 =0.
(b) A PDE is semilinear if it is expressed as
Z co(z)D%(x) + G (Dkilu(x), ooy Du(x), u(z), ac) =0.
|a|=k

In this case, the PDE is linear in the highest order derivatives of w.

Ezxample 2.4.2. Nonlinear Poisson equation:
—Au(zr) = f(u(x)).
(¢) A PDE is quasilinear if it has the structure
Z Ca (Dk_lu(x), ooy Du(x), u(z), x) D%(z)+ G (Dk_lu(x), ooy Du(x), u(z), x) =0.
lo|=k

This type of equation differs from the semilinear one in the fact that the function ¢, depends also on u
and its derivatives upon order k — 1.

Ezxample 2.4.3. p-Laplacian equation:
V- (|Vu(x)[P2Vu(z)) = 0.

(d) In the case that the highest order derivative of w is not linear, we say that the PDE is fully nonlinear.

Ezample 2.4.4. Eikonal equational:
|[Vu(z)| = 1.

In the particular case of k = 2, we will say that a quasilinear PDE J is in divergence form if it can be
written as

N9 u(z)\ du(x)
= — — | q¥ i
J(u) ij§:1 or; (a (Vu(z),u(zx), ) o, > + i:E 1 b (x) o, + c(z)u, (16)
and it is in nondivergence form if for any unknown u we have
N N

y Ou(x) . Ou(x)

- _ ij ir, dUL)
J(u) = i;ﬂa (Vu(a:),u(x),)a2xixj + i:E 1 b (x) oz, + c(x)u. (17)
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2.4.1 Some concepts of Calculus of Variations

In this subsection the main references are [32] and [38]. Let X and Y be normed spaces. We define the directional
derivative of f: X — Y at ug € X in the direction v € X as

0,1 (uo) = 3 flug +<v)| - (18)
e=0

By using this concept we get a first definition of differentiability,

Definition 2.4.5 (Gateaux differentiability). We say that the function f : X — Y is Gateauz differentiable (or
weak differentiable) at ug € X if for all the directions v € X, 9, f (ug) exists and

(o) € BX,Y), Vo € X+ 0,f(u0) = fia(uo)v. (19)
A stronger definition is the following,

Definition 2.4.6 (Fréchet Differentiability). A function f : X — Y is called Fréchet differentiable (or just
differentiable) at ug € X if for any open set O C X such that ug € O we have that

AT e B(X,Y),Vhe X: ug+heO = f(ug+h)— f(uo) =T(h)+ g(h), (20)

where g: O C X — Y and
g(h) = [|hle(h),
for some function € : B(0,7) € X — Y such that

li h) = 0.
Wiy =0

Remark 2.4.7. This behaviour of g around zero is denoted by g(h) = o(h).
Proposition 2.4.8. The bounded linear operator T of the previous definition is unique.

Proof. We follow the proof presented in [32]. Assume that there exists a function ¢ € B(X,Y") for which (20)
holds, i.e., for any h € X such that ug + h € O

f(uo+h) = f (uo) = ¢(h) + o(h). (21)

We will show that T'= ¢, i.e.,
Vue X : T(u)=¢(u). (22)

Let us take u € X, generic. Since O is open, there exists a ball B(ug, ), with 7 > 0 such that
B(ug,r) = ug + B(0,r) C O.
Due to (20) and (21) we have the following identity,
Vhe B(0,r):  T(h)+ [hller(h) = ¢(h) + [|h]lez(h), (23)

where for €1, €2 : B(0,7) — X we have that

]lbgr%) e1(h) = ]11;% ea(h) = 0. (24)
a) If u =0, by (23) we get T(u) = ¢(u).
b) If u # 0, then we take N € N such that
~ 11
VYneN,n>N: h,=———u€c B(0,r).
7 ull

From (23) we get
T(hn) - (b (hn) = ||hn|| [62 (hn) — €1 (hn)] .
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Linearity of T" and ¢ provides

T(u) = p(u) = ||ull [e2 (hn) — €1 (hn)] -

Then, if we take n — oo, by (24) we conclude that

By arbitrariness of u, we have shown (22).

We denote the Fréchet differential at the point ug by f’(ug).

Remark 2.4.9. Fréchet differentiability implies Gateaux differentiability. In fact, given a Fréchet differentiable
function we take
J&(wo)v = f'(ug)v, for any v € X.

Let O C X, open. We say that a function
frOCX =Y
is of class C1(0) if it is a differentiable function (in the Fréchet sense) and
0= L(X,)Y)

is continuous.
Let I : X — R be a functional on the topological space (X, 7). A point a € X is called (global) point of
minimum if
weX: fla)< flu).

Analogously, we say that a € X is a (global) point of mazimum if

Vue X f(a) = f(u),

and we call f(a) a (global) mazimum and minimum of f, respectively. We say that a € X is a point of (global)
extremum if it is a point of either minimum or maximum, and the value f(a) is called an extremum of f. When
the previous concepts are not true for all u, but for a neighborhood of a, local analogous concepts arise. Thus,
we say that a € X is a local point of minimum if

G e N(a),Vu e G: f(a) < f(u).

In the same way we define local point of maximum, point of local extremum and local extremum.
For the case of a Fréchet differentiable functional we say that u is a critical point of I iff

I'(u) =0,

and it is a regular point, otherwise. When w is a critical point, the value I(u) = o is referred as its corresponding
critical value. In particular, if u is a local extremum of I, then it is in fact a critical point.
Another type of critical point is given by saddle points, which consist in elements u € X such that

VU e N(u),Jv,w e X+ I(v) < I(u) < I(w).

In other words, a saddle point is a non-extremum critical point.
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2.4.2 Variational approach for solving PDEs
In this subsection we follow [22] and [38]. Consider the following representation of a PDE

Alu) =0, (25)

where A could be a nonlinear operator acting on the unknown u. There is no complete theory to find solutions
to this kind of PDEs. However, for some partial differential equations, it is possible to use variational methods
linked to nonlinear functional analysis. To apply these methods, the PDE in (25) must be the ”derivative” of
a convenient functional I, i.e., I'(-) = A(-).

To illustrate this approach, let us consider the following case. Assume that €2 is a smooth bounded set of

RY. The smooth function
L:RVXxRxQ—R (26)
(z,y,2) — L(z,y,2) =L (21, -, 2N, Yy L1y -+, TN ) 4

is called Lagrangian. Use the following notation for the derivatives of £

D.L=(LoyyoyL0y)
DL =10,
DL = (Layse-r s Lay)

and define the functional I : C*°(2) — R as follows,

I(w) = / L(Vw(z), w(x),x)dz. (27)
U
If we suppose that u is a minimum point of I, and that the function i : R — R is

i(r) ==I(u+7v) YoveCr(Q),
then we deduce from #/(0) = 0 that (see [22], Chapter 8)

al ov(x)
/QZin (Vu(z),u(zx),z)) oz, + Ly (Vu(z),u(z), z)v(xz) =0 on Q. (28)
Since this holds for any v € C°(2), then
Y9
- Z P, (L.,(Vu(z), u(z), ) + Ly (Vu(z), u(z), z) = 0 on Q. (29)

Equation (29) is called the Euler equation or Fuler-Lagrange equation, derived from the energy functional I. In
general, equations of the form
I'(u) =0,

where [ is a Fréchet differentiable functional on a Banach space V', are called Euler-Lagrange equations, and
are said to be in variational form [38]. For this kind of equations, it is possible to find solutions by identifying
critical points of their energy functional I. In this way, functions u satisfying (28) are called weak solutions for
the PDE (29), while solutions u € C?(Q) satisfying this PDE are called classical solutions.

Depending on the type of critical point we consider different methods. For example, to identify points of local
minimum (or maximum, since any problem of maximization can be transformed to a problem of minimization),
the so-called direct methods of Calculus of Variations are used. Among them, we have the lower semi-continuity,
compactness method, duality method of Clarke and Ekeland, and Ekeland’s variational principle. To find saddle
points, Minimax methods are considered. For a detailed study of these techniques see e.g. [38].

In the rest of this section we state some important definitions and results of these variational methods
assuming that the set of admissible functions X is the space Wol’p(Q), and [ is a functional defined by a
Lagrangian as in (27). Some results are stated also for any Banach space V.
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First, we center our attention on conditions to find minimum values of I . We start by considering a coercivity
property on the Lagrangian £ of our PDE, which basically says that

I(u) = 400, as |lul]| = +o0. (30)
Let ¢ >0, ¢ >0, and 0 < ¢ < co. Assume that
VzeRN yeRzeQ: Lzy,z)>cil|z|? —co.
Then by taking the integral in both sides of the inequality (see equation (27)) we get the coercivity condition
YweV: I(v) >allVvl|T,q) —7- (31)

for some a > 0 and v > 0.
Remark 2.4.10. Note that due to Poincaré’s inequality (14), from (31) we derive

YoeV: I(v)> 040||U||%q(9) -7

Then, inequality (31) is equivalent to (30).

However, coercivity is not enough for the existence of a minimum of I. We need I to be weakly lower
semicontinuous (w.l.s.) on Wy (Q); i.e., for (tm)men € WyP(Q), and u € WyP(Q),

U = v = I(u) < liminf I(uy,). (32)
m—r o0
Remark 2.4.11. An important example of a lower semicontinuous function is the norm function || - ||y : V — R.

Based on these two properties, it is shown in Theorem 2.4.16 that the functional I attains its infimum.
Before state this theorem, we state two classical theorems that will be useful (see [28] and [34]).

Theorem 2.4.12 (Alaoglu’s). Let X be a Banach space. Then the closed unit ball of X* is weakly* compact.
From this theorem it follows the next corollary,

Corollary 2.4.13. If X is a reflexive Banach space, then the closed unit ball is compact in the weak topology.
Another important result is

Theorem 2.4.14 (Eberlein—Smulian). Let X be a Banach space and A C B. Then the following assertions are
equivalent

(i) A is weakly sequentially compact.
(i) Any countable infinite subset B C A has a limit point in X.
(iii) A is precompact in the weak topology.

Remark 2.4.15. A is weakly sequentially compact if and only if for any sequence there exists a weakly convergence
subsequence.

Theorem 2.4.16. Assume that M C 'V is a weakly closed subset of V. Let us suppose that
I:M — RU{+o0}
satisfies conditions (30) and (32) on M, i.e.,
(1) I(u) — 400, as ||ul] = +oo.
(2) Up = v = I(u) < lminf,, oo I ().
Then, we conclude that I is bounded from below and reaches its infimum in M, i.e.,

vlél];f/[ I(v) = min I(v).
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Proof. We follow the proof presented in [38], Chapter 1. Let us denote

a= inf I(u) < +oo.
ueM

Let (m)men be a minimizing sequence in M, i.e.,

lim I(up) = . (33)

m—0o0

Note that thanks to the coercivity property (u,)men is bounded. Indeed, if we suppose the contrary, i.e.,
|tum] — +o0, as m — +oo,

Then by (1), we have
I(ty) — 00, as m — +00,

which contradicts (33).

Since V is a reflexive Banach space, by Corollary 2.4.13, (t,)men is compact in the weak topology. Then by
Eberlein-Smulian Theorem, we get that (um)men is weakly sequentially compact, i.e., there exists a subsequence
(Um,, )ken and u € V such that

Um, — U, as kK — 400.

Since M is weakly closed, then u € M. By weak lower semicontinous property we conclude that

o < I(u) < liminf I (up, ) = o
k—o0

with

o= vlen]\f/[.f(v) = 1{21}\1}{](1})

Remark 2.4.17. Since I reaches its infimum, u is a point of global minimum.

Remark 2.4.18. A set is weakly closed if it is closed in the weak topology o(V,V*).

Remark 2.4.19. Closed and convex sets of a Banach space are weakly closed. In particular, V' is weakly closed.
Now, we briefly introduce minimax methods. In this case, we need a condition of compacity:

Definition 2.4.20 (Palais-Smale). We say that (um,)men C E is a Palais-Smale sequence if (I(um))men € R

is bounded and
I (um)|| — 0, as m — +o0.

We say that I satisfies the Palais-Smale condition (P.S.) if any Palais-Smale sequence (¢, )men has a conver-
gence subsequence. Let us define the following sets. Let 5 € R, 6 >0, p >0

Ig:={ueV/I(u) < B},
Kg:={ueV /I(u)=p41I(u) =0},
Uspi= |J {veV/lv—ul <p}

ucKpg
Note that K3 is the set of critical points of I with critical value 8, and {Ug,,},>0 is a family of neighborhoods
of KB'
Let’s remember that a The next theorem is the basis for many results that allow finding saddle points.

Theorem 2.4.21 (Deformation Lemma). Assume that E € CY(V) and satisfies the Palais-Smale condition.
Take any B € R,§ > 0, and any N neighborhood of Kg. Then there exists € €]0,6[ and a family of homeomor-

phisms (q’t)te[0,+00)7
(I)t :(I)('7t> : V_>‘/’

with the following properties:
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1. Ift =0, or I'(u) = 0, or |I(u) — 8] > 6, then

D(u,t) =u.

2. ForallueV: I(®(u,-)) is nonincreasing.

3. Deformation property:

(I)(IB+E\N,1) C g, and (I)(Ig_i_e,l) Clg_.UN,
4. Semi-group property of ® : V x [0,00) = V.
Vs,t>0: P(,t)o®(-,5) = P(-, 5+ 1).

We state an existence theorem for saddle points called Mountain Pass Theorem, proved in [2] by Ambrosetti
and Rabinowitz. First, let us define Iy, with a € V, given by

I, :={heC([0,1],V)/h(0) =0,h(1) = a}.
Theorem 2.4.22 (Mountain Pass Theorem). Let us assume that
I1:V =5 ReCY(V,R),

and verifies the Palais-Smale condition. Suppose also that

1. 1(0) =0,

2.360>0,6>0: J|ul|=0 = I(u)>p,

3. decV: el =6 andI(e) < p.
Then

= inf supI(u) >
L SR 2 5

18 a critical value.

2.5 Generalized gradient

In this section, we introduce the generalized gradient defined by Clarke, [16], which help to extend the concept
of differentiability to locally Lipschitz functionals. It also enlarges the approach of critical points as well as
the Palais-Smale condition and Deformation Lemma to PDEs with discontinuities. A complete study of the
generalized gradient can be found in [16] or [20]. For the mentioned generalization see [13].

2.5.1 Setup
We start with a Banach space X. We say that a functional f : X — R is locally Lipschitz if
Vz e X,3U € N(2),3K = K(U) 20,Yy e U:  |f(z) — f(y)| < Kllz — yl, (34)

that is, f is Lipschitz on some neighborhood of z, for all x € X. For this kind of functions, we define the
following concept.

Definition 2.5.1 (Generalized directional derivative). The generalized directional derivative of f at a point
with direction v, denoted f°(z,v), is given by

fo(a:,v):}lﬁi[f(as—l—h—&—m)—f(x—&—h)]. (35)
30
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Note that, thanks to (34), the previous limit is finite for any value v € X. Even more, we have the following
inequality.

Proposition 2.5.2. For any x,v € X we have
fO(z,v) < Kloll. (36)

Proof. The proof follows directly from the definition of the generalized directional derivative and the locally
Lipschitz property. In fact, we have that

£, 0)| = | Tim L [f (@ +h+Xv) = f(@ + b))

= ’llim sup (i[f(x—l—h—&-)\v) — f(:zc+h)])

1
< lim sup’[f(x—kh—k)\v)—f(m—kh)]‘
h—0 A
A0
< Tim sup K[| \|| = K]Jo]
_hli)l’%)sup ‘)\| V|| = V.
Al0

In addition, the function
fo(x7') X3 v»—>f0(x,v) €eR

is positively homogeneous, i.e.,
Vo,we X fOa,v+w) < fOa,) + O, w),

and subadditive, that is,
Ya>0,Yv e X:  fx,av) = af’(z,v).

For more properties of the generalized derivative see [13].
We present a main definition.

Definition 2.5.3 (Generalized Gradient). The generalized gradient of f at x € X, denoted 0f(x), is defined
as subset of X* given by

of(@) = {¢ce X"/ (¢v) < fw,v), Yo e X . (37)
Proposition 2.5.4. The set Of(x) is not empty.
To prove Proposition 2.5.4, we will use Hahn-Banach Theorem, [7],

Theorem 2.5.5 (Hahn-Banach Theorem). Let p : X — R be a subadditive and positively homogeneous func-
tional on the linear space X. Let Z C X be a linear subspace of X. Let’s assume that there exists a linear
functional h : Z — R such that

VeeZ: h(z)<px).

Then, there exists a linear functional g : X — R such that,
i)VeeZ: h(zx)=gx),
i) Vee X+ g(z) < p(z).

Proof of Proposition 2.5.4. Let’s apply Hahn-Banach Theorem for

p() = fo(xa ')a Z = {O}v and h() = fo(xv )
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Then there exists a linear functional ¢ : X — R such that
YweX: (¢ < fOx,v). (38)
In addition, by equation (36),
YoeX: (¢ v) <Kl

Hence,
e X (39)

By (38) and (39) it follows that ¢ € df(x). [ ]
Proposition 2.5.6. The generalized gradient of f at x, 0f(x), is weak™® compact.

To prove Proposition 2.5.6 we will use the following theorem, which follows from Alaoglu’s Theorem 2.4.12,
(see [28]),

Theorem 2.5.7. Let X be a Banach space, and A C X weak* closed. Then A is weak™ compact iff it is
bounded.

Proof of Proposition 2.5.6. This proof is taken from [20]. Let us prove that 0f(z) is weak* compact. Let
¢ € Of(z). By equation (36), we know that

YoeX: ((v) < K|vl.
Since this is true for any ¢ € df(z), by definition of the dual norm (see Section 2.1),
v¢eX: |Cllxr < K.

Hence 0f(x) is bounded. Also, df(z) is weak™ closed (see [16], pag. 54). Then, by Theorem 2.5.7 df(z) is
weak™® compact. [ ]

Let us consider the following example, taken from [18], that illustrates how the generalized gradient is
calculated.

Ezample 2.5.8. We calculate the generalized gradient for f : R — R where f(x) = |z|. Assume that x > 0. By
definition we have that,
— 1
= lim —[|Jz 4+ h + M| — |z + h]]
h—0 A
Al0

Fo(z,0)

— 1
=lim —[z+h+Iv—z—h]
h—0 A

A0

= .
Le’s recall that, by Riesz representation theorem, R = R*. Since df(x) is the set of £ such that fO(x,v) =

v
Then df(x) = {1} for z > 0. In the same way df(z) = {—1} for any x < 0. For z = 0 we have that f°(x,v)
By definition of the generalized derivative we get that 9f(0) = [—1, 1].

.
[0]-

v

Let’s list some useful properties of the generalized gradient:

1. VBeR:
of(Bx) = B of(x).

2. If z is a point of local minimum or maximum of f, then 0 € 9f(x).

3. Let f and g be locally Lipschitz functions, then f + ¢ is locally Lipschitz and
VeeX: O(f +9)(x) Caf(x) +0g(x). (40)

4. A : X — R given by

Ax) = min ||v]|x=
(@)= min_[olx

is a well-defined lower semicontinuous function.
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5. For any v € X,
fO(x,v) = max{(¢,v) / € € Of (x)}. (41)

6. When the function f is Gateaux differentiable at x € X, we have that

f6(x) € O0f ().
Moreover, if

i) For any point y of some neighborhood of z, f{(y) exists.

ii) The function
fleX > X*

is continuous.

Then
ofc(x) = {fe(2)}.

The proofs of properties 1 to 5 can found in [18], and of property 6 in [15]. We end this subsection with the
definition of a critical point, [13],

Definition 2.5.9. [Generalized critical point] Let X be a Banach space, f : X — R be a locally Lipschitz
function. An element uy € X is called a generalized critical point of f if and only if 0 € 9 f (ug).

Remark 2.5.10. Any point of local minimum or point of local maximum is a generalized critical point.

2.5.2 Applications

In this section, the main references are [13] and [9]. We recommend checking the concepts introduced in Section
2.2. We focus on a functional g defined on a real Banach functional space X where the following formula makes
sense,

g(u) ::/Q/O o(z, t)dtdx. (42)

The function ¢ is measurable on © x R and such that Q C RY is a bounded domain, i.e. an open connected
subset in RY, and u : © — R is in X. Our goal is to determine dg(u). With this intention, we give some
conditions for ¢. First, let us assume that

3C; > 0,Cy >0,0¢>O,V(.’L‘,t> ceOQxR: |¢($,t>| <y _|_C’2|t|0‘_ (43)

Hence the functional
g: LTHQ) = R

given in (42) is locally Lipschitz. B o
Second, consider the functions ¢ and ¢ from  x R to R given by, (see definition of lim and lim in Section
2.1,

- s—t
= ll—% essinf ¢(z,t)
:611_1}%) essinf{¢p(x,t) /|t — s| < €},
and
¢(x,1) = lim ¢(, 1)
= lllg esssup ¢(z, t)

:eh—% esssup{¢(z,t) / |t — s| < e}.

To use the generalized gradient for the functional (42), ¢, ¢, and ¢ have to be superpositionally measurable.

Mathematician 24 Final Grade Project



School of Mathematical and Computational Sciences YACHAY TECH

Remark 2.5.11. Remember that a function ¢ is superpositionally measurable, also called N-measurable, if for
any measurable function u, ¢(-,u(-)) on €2 is a measurable function. Since ¢ and ¢ are finite-valued upper
semi-continuous and lower semi-continuous functions, respectively, we have that they are both Baire functions
(see [23], pag. 83). Considering that any Baire function is superpositionally measurable, [12], we have that ¢,
¢, and ¢ are superpositionally measurable.

By this discussion, we state the following theorem

Theorem 2.5.12. Let us assume that (43) holds for ¢, i.e.,
3C; > 0,0y > 0, > 0,V(z,t) e A xR |o(x,t)] < Cp + Colt]”.
and that ¢ and ¢ are superpositionally measurable functions. Then for each u € LoTH(Q) we have that
dg(u) C [p(z,u(x)), p(z,u(z))] a.e. €. (44)
Remark 2.5.13. Formula (44) means that given
w € dg(u) C (L*TH(Q))* = LietD/(Q),

we have

oz, u(z)) < w(r) < ¢z, u(x)) ae Q, (45)
considering w as an element of L(®+1)/«(Q).

Proof of Theorem 2.5.12. This proof is based on [13]. Consider the following notation,

{fv>0}:={zeQ/v(x)>0},
{fv<0}:={zeQ/v(x)<0}.

i) First, we show that,

Yu,v € LTH(Q) : O (u,v) < &z, u(x))v(z)de z,u(z))v(z)d. 46
€ LoH(Q) ¢ (u0) /{v>0}¢>< (2))o(x) +/{ o, u(z))v(z) (46)

v<0}
Let u,v € LoTH(Q), and (hy)nen € L¥TH(Q) such that
sl La+r() — 0, as n — +o0.

By definition,

o (0s0) = [ 310(0+ o+ ) = gl o)

(ut+hp+Av)(x)
= lim 7// oz, &)dE
"16° Ao wrha) (@)

(hn +)\'U)(a:)
= lim //h x,u(z) + £)dE. (47)

Moreover, by the computations in [13], the generalized gradient of

B (a,1) = / o, €)de

P (z,t) = [p(z, 1), d(x, t)].

respect to t is

So,
3, ®(z, u(x)) = [p(, u(x)), ¢(z, u(@)].
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We also have that,
— 1
0z, t;2) = lim — [®(z,t + k + A2) — ®(z,t + k)]
E—0 A

20
1 t+k+Az
= Tim 6)d
'&li% . P(, &§)dE
k+)\z

- %136 ) / 9@, ¢+ E)de.

Hence,
k+Av(x)
(e () (o)) = i 5 T st e (48)

Without loss of generality, we may assume that
ho(x) -0 ae Q.

By considering these kind of sequences (hy,) due to (47) and (48) we get

neN?

() = Tm / / R o uz) + o)t

n~>+oo

k+Av(z)
lim ~ / ¢(z,u(x) + &)dédx

Q k—>0

= / OO (z, u(z); v(z))dx (49)
Q

By property 5 of the generalized gradient, equation (41), we have

Oz, u(z);v(z))dr = max z)v(x (-, u(s)) C (atl)/a .
[ @ u@yv@)is = [ max{ple)ota) /¢ € A.u) € L)} d (50)
Since _

0,8(z, u(2)) = [6(z, u(a)), Bla, u(a)],

it follows, for any ¢ € 9,(-,u(-)) C Le+D/*(Q), that

B, u(z)) < ¢(x) < oz, u(x)).

Then, for v € L>T1(Q)
For v(z) < 0: @(z,u(z))v(z) > ¢(z)v(z) > ¢ .
For v(z) >0: ¢(z,u(r))v(r) < ¢(x)v(x) < oz, u(x))v(z).

Therefore the right-hand-side term in (50) is equal to
/ @(m,u(m))v(x)dw—i—/ Oz, u(x))v(zr)dr,
{v>0} {v<0}

which proves (46).
ii) Second, we prove (44), i.e.,
Vw € dg(u) 1 Pz, u(z)) < w(x) < oz, u(z)) ae. Q. (51)

Let w € dg(u). We will prove that
o(z,u(z)) < w(r) ae Q. (52)
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Suppose by contradiction that there exits a set E C Q , |E| > 0, such that
Vee E:  w(r) < ¢z, u(x)). (53)

If we take
v=—xg € L*TH(Q),

in (46), we get
—/ w(z)dz < —/ ¢(z,u(x))dr,
E E
which contradicts (53). Similarly we prove
w(z) < d(z,u(x)) ae. Q. (54)

By (52) and (54) we have shown (51).

If we assume that ¢ is a Borel measurable function and it is nondecreasing in the variable ¢, then ¢ and o
are superpositionally measurable and

V(z,t) € QxR ?(m,t) =min{¢(z,t"), d(x,t7)}, (55)
V(z,t) €QxR:  @(x,t) =max{p(z,tT), ¢p(x,t7)}.
In order to extend Theorem 2.5.12 to WO1 P (Q), we consider the following result.
Lemma 2.5.14. Let X,Y be two Banach spaces, such that
X—=YadX =Y,
i.e, X 1is continuously embedded and dense in'Y . Let
g:Y =R and f = g|x.
Therefore, we have that
Vee X : Of(x) Cog(x), (56)

where the inclusion is interpreted as follows: for each w € 9f(x) there is a unique extension v € dg(x).

Remark 2.5.15. Take X = WyP(Q) and Y = L*+1(Q). Since C°(1) is dense in both W,?(Q) and L*+(Q),
it follows that Wolp(Q) is dense in L*t1(Q). Let us consider Theorem 2.3.15. Let p € [1, +oc]. First, suppose
that p < N. Let

pN
N-p

l+a<p =

which is equivalent to say that
PN _(-1N+p

<
CuiN—p N —p ’

then point (1) of the Theorem 2.3.15 holds. Second, suppose that p = N and take a +1 > p. So point (2) of
Theorem 2.3.15 holds. Third, if p > N note that C(Q2) C LP(Q) = LP(f2). So point (3) of Theorem 2.3.15 also
holds. Hence, if we take

(p—1N+p

—1<a<
polas =g,

by Remark 2.3.17 we get
WyP () = LoFH(Q).

Therefore Lemma 2.5.14 can be applied. In our case, we will have

Yu e WyP(Q):  8f(u) C dg(u),
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where the domains of f and g are WO1 P(Q) and LT1(Q), respectively, and g is given by (42). Consequently,
given a functional )
we W (9) C of (),

there exists a unique functional v € (L®*1(Q2))* such that

w = vlyr):

By combining Theorem 2.5.12 and Lemma 2.5.14 we get the following Corollary

Corollary 2.5.16. Consider the same assumptions of Theorem 2.5.12, i.e., assume that
IC; > 0,02 > 0,a > 0,V(z,t) € A x R:  |gp(x,t)] < Cy + Colt|™.
and that ¢ and ¢ are superpositionally measurable functions. Additionally, suppose also that

(P—1N+p

—1<a<
polsas g

Then we have that g is locally Lipschitz in Wol’p(Q), and

9g(u) € [o(z,u(x)), ¢(, u(x))] a.e. Q. (57)

Remark 2.5.17. If in addition ¢ is Borel measurable and it is nondecreasing respect to ¢, then ¢ and & are given
as in (55).

When the function g is convex we get a stronger result. Recall that the subdifferential, [18], of a convex
function f at a point x is the set of all { € X* satisfying

Vye X fly) = flz) = ((y—a)

Theorem 2.5.18. Let ¢ be a Baire-measurable function on 2 x R satisfying (43), with ¢(x,-) nondecreasing
for each z, and

p—1<a< %
Then g is convex on Wy (Q) and,
dg(u) = [p(z,u(z)7), p(z,u(z)t)] a.e. Q. (58)

for u € LoTY(Q) and W, P (Q).

The proof can be found in [13] and [9].

2.5.3 Variational approach for nondifferentiable functionals

In this section we present some results analogous to those of Section 2.4.2. Let f be a locally Lipschitz function.
We start by defining

A=f{ee X/ () <c),

K.={xeX/0e€df(x), f(z)=c}.
As in the case of variational methods for C' functionals, we have the next concept analogous to Definition

2.4.20.

Definition 2.5.19 (Generalized Palais-Smale condition). Let f be a locally Lipschitz functional on a Banach
space X. We say that f satisfies the (generalized) Palais-Smale condition (PS) if any sequence (,)neny € X
with properties

o (f(zn))nen C bounded,
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o \(x) = minyeps(z) [|v||x- — 0,

has a convergent subsequence. In addition, we say that f satisfies (PS)™ (respectively (PS)™) if this condition
is true just for regions of X where f > ¢ > 0 (respectively f < ¢ < 0) for any ¢ > 0.

By using the last definition we can state a generalized Deformation Lemma

Theorem 2.5.20 (Deformation Lemma). Assume that f is a locally Lipschitz functional on a reflexive Banach
space X satisfying the Palais-Smale condition. Let ¢ € R, > 0, and N any neighborhood of K.. Then, there
exists € € (0,a) and a homeomorphism ® : X — X such that

1. Ve ¢ Acro\Ae—a: O(z) =z,

2. P(Acra\N) C Ay,

3. If K. =10, then ®(As1 o) C Ac -

From this theorem, it is deduced a generalized version of the Mountain Pass theorem

Theorem 2.5.21 (Generalized Mountain Pass Theorem). Suppose that X is a reflexive Banach space and f is
a locally Lipschitz function satisfying (PS)T. Let

1. f(0) =0,

2. 30 > 0,8 > 0 such that
Ve € B(0,0)\{0}: f(z)>0,

and

Vz € 5(0,6)\{0}: f(z)> 3.
3 JeeX,e£0: f(e)=0.

Then there ezists a critical value ¢ > 0 of f.

2.6 The p-Laplacian operator in short

In this Section, we briefly describe the p-Laplacian operator. We also present the eigenvalue problem for the
p-Laplacian and focus on its first eigenvalue. We follow [30], [14] Chapter 5, and [31]. For a complete study of
this topic, we recommend [35]. Let us start with the Laplace equation

%u  Ou 0%u
_TZE%+87.%%+..'+3$%V_O- (59)

Au
Equation (59) is the Euler-Lagrange equation of the functional,

H(u)Z/QWu(:E)Pd:c:/m/ [(8gif)>2+-~-+ (a;w(i)f] dz ...dzy.

By changing the square by any p power, we get

B(u)Z/Q|Vu(x)|pdm:/---/K(‘ZE(ZC))ZJrW—F(%)ngxl...dmv.

Its corresponding Euler-Lagrange equation is the p-Laplacian equation, which is a quasilinear equation in
divergence form, given by

V- (|Vu(z)|P2Vu(z)) = 0.

Thus, the p-Laplacian operator is
Apu =V - (|[Vu[P~2Vu).

Consider some special cases:

Mathematician 29 Final Grade Project



School of Mathematical and Computational Sciences YACHAY TECH

a) For p =1 we get the Mean Curvature operator H,

YVu
H= -Au=-V |2,
1“ V(m)

b) For p = 2 we have the Laplacian operator,

c¢) If we let p — 400, the following equation arises

N

Ou Ou O%u
Ao = g —_— =
b 4~ Ox; Oxj Ox;0x;

3,7=1

Remark 2.6.1. The p-Laplacian operator appears in many phenomena in physics, e.g., non-Newtonian fluids,
elasticity, reaction-diffusion problems, radiation of heat, and rheology; and recently in development of technol-
ogy, e.g., in image processing and machine learning (see [21]).

An important problem concerning the p-Laplacian operator is the following,

(60)

—Apu(z) = Nu(z) [P 2u(z), z€Q,
u(z) =0, x € 0f.

where 2 C R¥ is a bounded domain and p > 1. This is called the eigenvalue problem for the p-Laplacian and
consists in finding nontrivial solutions in the weak sense for (60), that is, find v € W, ?(Q)\{0} and A € R such
that

Yo € Wy P () : /Q |Vu(z)|P~2Vu(z) - Vo(z)dz = )\/Q |u(x) [P~ u(x)v(z)d. (61)

If (A, u) is a solution of (60), we call A an eigenvalue and u an eigenfunction associated with .

Remark 2.6.2. For p = 2, problem (60) is actually an eigenvalue problem for the linear operator —A, that is

—Au(z) = Mu(z), z €,
u(z) =0, x € 0L

There exists an infinite number of eigenvalues. In fact, there is an unbounded sequence (A;)ren of eigenvalues
of the p-Laplacian problem. One process to find such a sequence is described briefly in the next lines.
First, let us define some concepts. We say that a subset A of a group (G, +) is symmetric if

YveA: —veEA.

Let B be a Banach space. Let C' be a symmetric closed subset of B. Then, we define the genus of C, denoted
~v(C), as the smallest integer k for which there exists a function

p: C = RM\{0},
continuous and odd. When such number k£ does not exist, we define
~7(C) = +o0.
Let us work on the Banach space W, (). Let D C W, ?(Q) be a symmetric subset. Denote
Yp={veD/|vlyirgq =1}
Consider the collection

D, ={CC Wolp(Q) / C is symmetric, X is compact, and y(C) > k}.
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Then, the values

/Q Vu(z)Pds

Ap = inf max —“—m———

CeDy, vel / (o (2)Pdz
Q

define a sequence of infinitely many eigenvalues for the problem (60), [14]. Moreover,
A — +o0, as k — +oo.

The element A\; is the first eigenvalue of the p-Laplacian and their associated eigenfunctions are called first
eigenfunctions. One can see also that, [31],

/ |Vu(z)Pdx
AL = inf o

ueWy P (), u#0 / lu(z)[Pdx
0

The first eigenvalue has many properties, among them:
1) A1 > 0.
ii) Isolated: There exists a > A1 such that \; is the unique eigenvalue in [0, a].

iii) Simple: For any u,v, eigenfunctions of A1, there exits @ € R such that u = awv.
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3 Results

3.1 Preliminaries

Our problem extend the results of three previous works. In the first, Ambrosetti and Badiale [1] studied the
problem

{—Au(az) = flu(z)) +q(z), =€, (P1)

u(z) =0, x € 0N
where f has upward discontinuities, and
(F%) There exists v : R — R such that v(s) = ms + f(s), strictly increasing, for some m > 0.

By using Clarke’s Dual Action Principle, see [17] and [19], they found the dual functional J € C*(L?(Q),R)
associated with (P1), given by

30 = [ (6t - 0K (o) - oK (o(o)) )

where K : L?(Q) — L*(Q) is a linear operator and G : L*(Q) — R is a functional build from v (see [1] for more
details). They search for solutions of (P1) by finding critical points of the smooth functional J.

In order to expand the work of [1], Arcoya and Calahorrano [4] generalized the problem for the p-Laplacian
operator Apyu = V - (|Vul[P~2Vu), for p > 1, by using the concept of generalized gradient. To use the results
obtained by [13] on functional spaces, they considered that  C R¥ is a bounded domain, ¢ € L”'(Q), and that
the discontinuous function f verifies the following conditions:

(F1) There exists a € R, such that

a) f € C(R\{a},R),
b) f(a™) < f(a™),
c) fla) € [f(a™), f(a™)].
(F2) There exist o, C1,Cy > 0, with 1+ « € [p, p*], such that
VseR: |f(s)] < Cp+ Cols|®. (63)

where p* is the same as in Theorem 2.3.15, i.e.,

400, otherwise.

Remark 3.1.1. Note that condition (64) is the same given in (43) for ¢.

Next, Mayorga-Zambrano and Calahorrano, [8], considered the problem

—Apu(x) = h(x) f(u(z)) +q(x), €,
u(x) =0, x € 09,
assuming (F1), (F2) and
(Hy) h e L>(Q) and h > 0.

By following the approach of [4] and [8], we use the generalized gradient for functional spaces developed in
[13], to study (PP) considering (F1), (F2), and assuming that

(Hy) h e L®(Q).
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Therefore, we extend the results of [8] by removing the condition of A > 0. In order to study (PP), we will

work with the functional
I:W,P(Q) =R,

:%/Q\Vu(m)|pdx—/Qq(a:)u(x)dac—/QF(u(sc))h(m)dx, (65)
= [ s

I is the energy functional of (PP) as we show next.

given by

where

Lemma 3.1.2. Consider £ as in (26) given by
1
Lz y,2) = = a(@)y = Fy)h(z).

Then
= Apu(z) = h(z) f(u(@)) + q(z), (66)

is the Euler equation of the functional I in (65),

I(u) = / L(Vu(z),u(z), ),
Q
Proof. We follow the approach of [5].
(i) First let’s check that I is well-defined. Recall, from Remark 2.5.15, that
Wy P (Q) <= LoHH(Q),

i.e., there exists a constant C' > 0 such that,

Vu e Wo(Q) s luflpesi) < Cllully»q)-
Take any u € W, "*(€). Denote
M= esssup|h( =Rl L)

€N

By Hoélder’s inequality, (9), we have

:%AWMMM”fLﬂMMM@M_Aﬁ@M@M

1
s?mwmm+4wwwwm+4mmwmm

< gy + M [ IFCu(@)lda+ ellzoio ol o

—_

By condition (F3),

|F(u(z))] = u(@)[**.

u(z)
< [ el < Cilu)l + 725

/ f(s)ds
0

F(u(x))lde < Cy u(z)|dx + — O‘+1dx
|

samWwwmm uwmm

So, it follows that

a+1
Then I is well-defined.
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(i) Now, we compute the directional derivative of I at u in the direction v. Let u,v € W, (). Define

ke :R—R

given by
o (t) 1= L(V(u+ tv)(2), (u+ tv)(2), ),

The directional derivative at u in the direction of v is
1
=lim [ —[L(V(u+tv)(z), (u+tv)(z),z) — L(Vu(x),u(x), z)]

=0 t—=0 Jo

OpI(u) := %I(u + tv)

i [ Fe(®) —e(0)
t—0 Jq t

=tim [ IV )@ = o)+ 1)) = PG+ 10) (@) ()

dx

1
= 5| Vu@)l” + a(@)u(z) + F(u(@))h(z)dz.
By taking t — 0 we have

k.,(0) = lim %[L(V(u + tv)(z), (u + tv)(z), z) — L(Vu(z), u(z), x)]

t—0

:%L(V(u + tv)(x), (u + tv)(z), )

d
=2 QU —J(0) + R())

t=0

)

t=0

where

R(t) = —(u+ to)(z)a () ©7)
J(t) = F((u + tv)(x))h(x)
By direct computation we get
GO0 =GV m@r|
P/2
- & Gmermer) |
d (1 2 2 2 v/
== (qu(x) + 2tVu(x) - Vo(x) + t%|Vo(x)| ) .
= g (;|Vu(x)|2 + 2tVu(z) - Vo(z) + t2|Vv(a:)|2> N (2Vu(33) -Vo(z) + 2t|Vv(at)|2)
t=0
= |Vu(z)|P~*Vu(z) - Vo(z). (68)
d t = t
GEO| = @)
= —q(x)v(z). (69)
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t=0
= h(z)f((u+to)(@)o(z)],_,
() (u(e)o(). (70)

And so
1,(0) = [Vu(@)[P~*Vu(z) - Vo(z) — g(z)v(z) — h(z) f (u(z))o(z).

By applying the Dominated Convergence Theorem, we will show that

lim de:/ﬁhmn;(()). (71)

t—=0 Jo t—0
From the Mean Value Theorem, for each ¢ there exists a ¢, |p| < |t| such that

K (t) — K4 (0)

; = K ().

Note that from (68), (69), and (70), we get,
Ka(0) = V(u+ ou)(@)[P 72V (u+ pv)(2) - Vo(z) = (h(z) f((u+ pv)(2)) + q(z))v(@).

We will use the following inequality that comes from the fact that j : Ry 3 x — 29 € R, is convex for
q=1
Va,b € Ry ¢ Ja+ b7 < 29 (Jal? + [b]7) (72)

So, by using Cauchy-Schwarz’s inequality several times and applying (72) on
[V (u+v) (@) P~ < |[Vu(e)| + [Vo()| [P~

and
u(z) +o(@)[P~ < JJu(z)] + [o(@)[[P7,

we get

K (1) ; k2(0) ’ _ ‘L(V(u +tv)(z), (u + tv)(;v), x) — L(Vu(z),u(z), )
= "V(U + @) (@) P2V (u+ o) (2) - Vo(z) = (@) f((u+ v)(2)) + g(z))o(z)
< |V (u+ o) (@)[P7HVo(@)] + [h(z) f(u+ o) (@)o()| + g(x)v(z)] (9 << 1)
< [Vt o) @) Vo) + MIF (o))l + la(e)o()
< V(u+0)(@)[P7HVo(z)| + (MCi + MCs|(u +v)(2)|%) [v(@)]| + |a(z)||v(z)|
< 227 Vu(x) P Vo(a)| + 2071 V(@) [P + MCilo(a)| + 227 M Calu()|*v(2))|
+ 2P M Colo(@)| ! + [g()[Jo(2))].

By Hoélder’s inequality, equation (15), and Theorem 2.3.15

v oo ([ (o)™ ) (frra)

—1
= ||’U/‘ €V01‘IJ(Q)||/U||WOLP(Q) <00
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/Q|u(:c)|“|v(a:)|dx < </Q (‘u(x”a)(aﬂ)/a d:c>a/(aﬂ) (/Qv(:c)|“+1dm)1/(a+l)

= (lullzeni@) Iolzen @)

(0%
< (Crllullypoq) Cllollyog < oo,
where C] and C' are the constants from Theorem 2.3.15 and Poincaré’s inequality, respectively. This shows

that M € L'(Q). So by applying the Dominated Convergence Theorem we obtain (71), i.e.,

OpI(u) = %I(u + tv)

T /Q [Vu(@)[P~2Vu(z) - Vo(z) — g(z)o(z) — h(z) f(u(z))o(z).

(iii) Finally, we show
—Apu(z) = h(z) f(u(z)) + q(z)
is the Euler equation of I. Suppose that u is a critical point. By using integration by parts and the fact
that v has compact support, we formally obtain

/Q |Vu(z)|P~2Vu(z) - Vo(r)de = \Vu(x)|p_2Vu(x)v(x)’69 - /QV (IVu(z) P2 Vu(z) v (z)de

(74)
= —/ Ayu(z)v(x)de.
Q
Since w is a critical point,
OpI(u) = /Q(—Apu(fﬂ)v(x) —q(z)v(z) — h(z) f(u(z))v(z))d
=- /Q(Apu(x) +q(z) + h(z) f(u(@)))v(z)dx
=0.
Because it is true for any v € VVO1 P(Q), we get weakly,
Apu(z) + q(z) + h(z) f(u(z)) =0 a.e. Q. (75)
[ |

Remark 3.1.3. Equation (74) makes sense if, e.g., u € Wy *(Q) N W(z’pQ).
To prove our main result, we will use the following Lemma,
Lemma 3.1.4. Consider Q : Wy*(Q) — R, and R: W, *(Q) — R, with
1
Qu) = - /Q }Vu(:r)’pdx,

p

R(u) = — dx.
() == [ a@uta)da
The generalized gradient of Q and R at u are given by,
Q1) = {Qs(w)} and OR(u) = {Ris(u)} . (76)

Proof. To prove the Lemma we will use property 6 of the generalized gradient presented in Section 2.5.

i) First, let us check that Q) (u) and R.,(u) exist for each u € Wy*(€). From (ii) in the proof of Lemma
3.1.2 their directional derivatives at u are

Yo e Wy P(Q): 8,Q(u) = A |Vu(z)[P~2Vu(z) - Vo(z)de.

Yo e Wy P(): 9,R(u) = —/Qq(a:)v(x)dx.
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ii)

By equation (73), ) .
Vo e Wo (@) : 10,Q(w)| < l[ulliy i g [0 llwir )

0

i.e., 0,Q is bounded. Therefore, ) is Gateaux differentiable for any u € VVO1 P(Q), and it defines a map

Qe Wo(9) = W7 (9),
given by
Yo e WyP(Q):  (Qh(u),v) = /Q |Vu(z)|P~2Vu(z) - Vo(x)dz.
Moreover, since g € L¥' (Q),
Vo e Wi+ [0,R(0)] < llall o gy lully s o
Then 0, R is also bounded, so that R is Gateaux differentiable on WO1 P(Q). In this way, the map
R : WP (@) » W™H(),

given by,
Yo e Wy P(Q):  (Ri(u),v) = — /ﬂ q(z)v(z)dx.

is well defined.

Second, let us prove that the maps (77) and (78) are continuous. The fact that Q, : Wy P (Q) — W1

is continuous follows from the proof presented in [5], pag. 100. Therefore, by property 6,
0Q(u) = { Qg (u)} -

To prove that )
Ry : WP (Q) —» WP (Q)

is continuous, we will show that
Up = uin WoP(Q) = Riy(um) = Ri(u) in W7 (Q),
Let us consider a sequence (ty, )men € Wy (), such that
Uy — u in WyP(Q).

We have )
(R (um) — Rg(u),v)| = |R(v) — R(v)| < Slvllwie), ¥neN.

Since,
(R (um) = R (u),v)| < [[RG (um) — R (u) by 1.0 (o 10]lyy27 0y

then by definition of the dual norm (see Section 2.1),
/ / 1
1R (um) = Ra ()l 1.0 0y < — VneN

ie.,
1R (um) — R ()l 1.7 () = O,

which proves (80). Then the map (79) is continuous. By property 6 of the generalized gradient,

OR(u) = { R:(w)}

(77)

7(9)
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3.2 Main result

Let p > 1 and Q C R be a smooth bounded domain. Consider

Qy :={z€Q/h(z) >0},
Q_:={zeQ/h(z) <0};
I:W,?(Q) — R given by
1 P
I(u) = EV/Q\Vu(xﬂ dx—/ﬂq(x)u(x)dx—/QF(u(x))h(ac)dm,

where

Flu) = [ f(s)ds,
0
f:R—>R, geL¥ (Q), and consider the following conditions:
(F1) There exists a € R such that
a) feCR\{a},R),
b) f(a™) < f(a™),
c) fla) € [f(a™), f(a™)].
(F2) There exist a, C1,Cy > 0, with 1 4+ « € [p, p*], such that
VseR: |f(s)| < Cy+ Cals|?,

where,
np

pr=qn P
400, otherwise.

) p<n7

(Hz2) h € L*(Q).
We will show the following theorem.

Theorem 3.2.1. Assume that (F1), (F2) and (Hy) hold. Let ¢ be the multivalued function given by,

{h(x)f(s)}, s # a,
$(x,s) = { [M(@)f(a™), h(@) f(aT)], s=a,z€Q, (81)
[h(@)f(a®),h(@)f(a7)], s=a,z€Q.

Then,
(1) An element u € Wol’p(Q) is a generalized critical point of the functional I if and only if
—Apu(z) —gq(z) € d(x,u(z)), a.e Q.
(2) Let u € Wy (Q) be a generalized critical point of I. Suppose that

—q(z) ¢ [a"a™], ae Q,

where

a” = min{a_,, ago},

ot = max{a®,, a§0}7
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with
o5 =min {m f (a7), My f (a7) },
oty =max{m.f (a*), My f (a*) },
aZo = min {m_f (a*) , M_f (a*)},
ot =max {m_f(a7), M_f(a7)},
and

my :=essinf(h(z)) M, :=esssup(h(x))

TE€EQY r€N L

m_ =essinf(h(z)) M_ :=esssup(h(x)).

zeQ_ €N _

Then we have that
{z € Q/u(z)=a}| =0

and

— Apu(x) — g(z) = h(z) f(u(x)) a.e Q. (82)
(8) Suppose that

(i) Q| =0 and I has a point of local minimum at u € W,"*(2) or,
(i) || =0 and I has a point of local mazimum at u € WyP(Q),

then the results in point (2) also hold.

Before the proof of Theorem 3.2.1, we establish the conditions to apply the generalized gradient to our
problem. Recall ¢ and g as in Section 2.5.2. Take

p(z,5) = h(x)f(s),

wz//mym@@m
/ / ) (s)dsd -
~ [ hta) /m)f( )dsda
/ h(a

M = [|h]| L ()

and g = J : L“"1(Q) — R such that

Let

Then, by (F2), for (z,s) € @ x R it holds
|6(z,8)] = [P(x) f(5)| < M|f(s)] < M (C1 + Cals|*) = Cy + Chs|* ace. Q,
i.e., condition (43) holds. From this, the conditions of Theorem 2.5.12 are verified. Also, by (Fa),

(P-DN+p

—1<a<
polsas 5

Hence, we can apply Corollary 2.5.16 to J. Thus, we have that J is locally Lipschitz on L**1(£2) and Wg’p(Q),
and

0J(u) C [@(m,u(m)),a(x,u(x))} a.e. . (84)
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where (84) is understood as in Remark 2.5.13, i.e., given
w e ag(u) C (La+1(Q))* ~ L(a+1)/o¢(Q)7

we have
oz, u(zr)) < w(z) < ¢(z,u(x)) for a.e. z € Q,

considering w as an element of L(®+1/%(Q).
Now consider f at the point a.
(a) Let z € Q4. By condition b) of (F1), f(a™) < f(a™). Since h(z) > 0, we have the following inequality
h(z)f(a™) < h(z)f(a™),
i.e., h(z)f(:) is nondecreasing near a.

(b) Let x € Q_. Let us define the function v : R — R such that

t(s) = —f(—s + 2a).
Note that

t(a”) = lim v(a —¢) = lim —f(—(a—¢)+2a) = —f(a™),

e—0t e—0t
t(a™) = lim v(a+¢e)= lim —f(—(a+¢e)+2a)=—f(a™).
e—0+ e—0t

then by condition b) of (F1) we have that

Also, since h(z) <0

(86)

So, by (85) we get
h(z)f(a®) = [h(z)[e(a”) < |h(z)[e(a™) = h(z)f(a™),

that is, |h(z)|t(-) is nondecreasing near a.
Hence, by (a) and (b), it follows from Remark 2.5.17 that,
O, u(x)) =min{h(z)(f(u(z) ")), h(z)(f (u(z)"))}
_ {h(x)(f(u(ff)_))» z ey,
h(@)(f(u(@)7)), =€Q_.

and
&z, u(x)) =max{h(z)(f(u(z)7)), h(z)(f(ulz)T))}
_ {h(:v>(f(u(m)+)), Teqy,
@) u@)7), wea-.
Therefore

dJ(u) C d(z,u(z)) for a.e. z € Q.
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Proof of Theorem 3.2.1. (1) Let’s prove (1). Let u € Wy (). Consider
I(u) = Q(u) = J(u) + R(u),

where

1 P
- v dz,

Qu) = A
J(u):/ﬂh(:ﬂ)F(u(m))d:E,

By properties 1 and 3 of the generalized gradient presented in Section 2.5 and Lemma 3.1.4, we have that,

OI(u) = {A(u)} = 8J(u) + {B(u)}. (87)
where we have denoted Qi = A and R, = B.

By definition, u € WO1 P(Q) is a generalized critical point of I if and only if 0 € 8I(u) which, in its turn,
it is equivalent to the existence of a function w € 8.J(u) such that,

A(u) —w+ B(u) =0,
or equivalently, i.e.,
Au) + Blu) = w, (33)
and .
w(z) € ¢(z,u(x)) ae. Q. (89)
Note that, due to Remark 2.5.15, we can consider w both as a function in L(@TD/*(Q) = (L*+1(Q))* and
as an element of W~ (Q). Thus, by (88), for any v € W17 () it holds

(A(u) + B(u),v) = (w,v).

In consequence,

pr_Q ulxr) - voulr)axr — Tr)v\r)axr = wlx)vix)dx v Lp .
/Q|V<>| Vu(z) - Vo(z)d /Qqu()d /Q<><>d,wwo<9>

Therefore,

/ Vu(e)P~2Vau(z) - Vo(z)dz = / (4(2) + w(z))o(z)dz, Vo e WIP(Q).
Q Q

By (75), it holds formally

—/ Apu(z)v(z)de = / (q(z) + w(z))v(z)dz, Yoe WiP(Q).
Q Q
By the arbitrariness of v we have
—Apu(z) = w(z) + q(z) a.e. Q.
Finally, by (89),

—Apu(z) — q(z) € ¢p(z,u(x)) a.e. Q.
Remark 3.2.2. By considering

I(u) = %/Q|Vu(x)|pdx—/9q(x)u(x)dx _/Q/Ou(%) o(z, s)dsdz,

o es) st
ole,s) = {[¢(x,s),¢(m, s)], s=a,x €,

with ¢ and ¢ given as in (55), and following the proof of part (I), we get that (1) in Theorem 3.2.1 is true
for any function ¢ : Q x R — R satisfying

and

Mathematician 41 Final Grade Project



School of Mathematical and Computational Sciences

YACHAY TECH

(PH;) For some a € R,
a) ¢(z,-) € C(R\{a},R).
b) For each z € Q2 :
¢) For each z € O :
¢(,a) € [p(z,a”), ¢(z,a™)].
(PH2) There exist o, Cy,C2 > 0, with 1 + « € [p, p*], such that

VseR: |o(z,s)] < C1+ Cols|™.

(I) Let’s prove (2). Let u € Wy?(Q) be a generalized critical point of I and

—q(z) ¢ [a~,at] ae Q.

Let
I={xe€Q/u(z)=a}.

Assume that |T'| > 0. By part (1)
—Apu(z) —g(x) € d(x,u(z)) a.e. Q.
Since u(z) = a for x € ', Apu(x) = 0 on I'. Therefore, by definition of o,

—q(z) € {[h(x)f(“_)ﬁ(ﬂ?)f(a*)], ae. Q. NT,
[h(z)f(at), h(z)f(a7)], ae Q_NT.

Since

[h(z) f(a™), h(z) f(aD)] € [o~,a*] ae. @4 AT,
and

[h(z)f(a®),h(z)f(a™)] C [a",at] ae Q_NT,
then

—q(x) € [a‘,oﬁ] a.e. I.

Note that by condition —¢g(z) ¢ [, a™] a.e. Q we have

VN CQ: [N=0= —qQ\N)CR\ [a",at].

By equation (90),

VMCT: [M]=0= —q('\M)C [a",a"].

Since we assumed that |T'| > 0 we have that

VMCT, M =0: T\ M#£0.

Also, since

P\ MCQ\M,
we have, by (91), that

0 # —q(T\ M) C —g(Q\ M) CR\ [a",at],

which contradicts (92). Therefore, we conclude that [I'| = 0. By definition of ¢ we have

—Apu(x) — g(z) = h(z) f(u(x)) a.e. Q\T.

Since |T'| = 0,
—Apu(z) — q(x) = h(z) f(u(z)) a.e. Q.

(90)

(91)

(92)
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(IIT) Let’s prove (3). Consider
I'={zeQ/u(x)=a}.

By Remark 2.5.10 in Section 2.5 we have that any point of local minimum or point of local maximum is
a generalized critical point. Then, by following the same process of part (II) we get that,

[h(z)f(a™), h(x)f(a®)], ae TNQy,
a@) € {[h(@ Fla™), h(@)f(a )], ae TNO_. (93)
Note that,
T =IrnQ='NnQ4|+|I'NQ_]. (94)

i) Let us prove (3i). Assume that |Q_| = 0 and that u € W, () is a point of local minimum of I.
We will show that

Tl =0.
Since |Q2_| = 0, by (94),
T = [F N ey, (95)
and by (93),
—q(@) € [M(z)f(a™), h(x) f(a™)] ae. TNQy. (96)

Consider the set
E={xeQ/ —q(z) € [n(=z)f(a™),h(z)f(a®)]}.

Then
FQQ_;,_ CEUA,

where Ay C (I' N Q4 ) is a set of measure zero such that relation (96) possibly does not hold. So, we
have
rnQy C((TNQ)NE)UA,,

and then,
rnQp={zelnQ;/ —q(x) € [Ax)f(a”),h(z)f(a®)]} UAL.

Let’s observe that
{reTnay/ - @) € (@) f(ag,), h@)f(],)]} ST1UTS, (97)

where

Pi={zeTnQ. / —q@) > hz)fa)},

Lo ={zelNQy/ —q(x) <h(z)f(ah)}.
(a) Let us show that |I';| = 0. By the purpose of contradiction, assume that |I';| > 0. Let ¢ be a
positive bounded function in C2°(). Let

L(e) = 1 |Vu(x) 4+ eVip(z)P — |vu(x)|p.
b €
Therefore,
1 V V P __ V P 1 d
g =5 0 e el el - P VTV = V@) Vu@) i (e)
Let

F(u(z) +ey(2))h(z) — F(u(@))h(z)
3

Ix(e) =
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Hence,

F(u(z) + ey (x)) — F(u(z))

61—i>%1+ L (E) - al—i>rtr)l+ € h(m)
= lim — (F z) +ey(x))) h(z)

5—>OJr

= lim f<u<m>+sw( ))(x)h(z)
—f( (@) ") (x)h(x).

Since u is a point of local minimum and 1 is positive, by applying the Dominated Convergence
Theorem, as in Lemma 3.1.2, we get

e—0t £ e—0t

0< lim Iu+ep) —I(u) _ lim i[;/ﬂ(wu( )+ eVi(2)|” — [Vu(z )|p> do

*/(F(u ) + ey (x))h(z) F(U(I))h(x))dx/sq(:v)ilf(ﬂf)div]
Q Q

( (z) —
= Jim, ( /Q L(e)dz — /Q Lo(e)dz — /Qq(x)w(x)dx>

:/ |Vu(z)|P~2Vu(z) - Vip(z)ds —/ flu(z)T)h(z)(x)ds — /Qq(x)w(x)dm

/ —Apu(x dac—/f da:—/gq(x)z/)(x)dx

/Q( u(x) + f(u(@)Mh(x) + q(2)(z)dz. (98)

In addition, f is continuous for € Q\ T" by condition a) of (F1), then

flu(@)®) = lim f(u(z) +e) = f(u(x)).

e—0+
It follows that,
—Apu(x) —g(z) = f(u(z))h(z) ae Q\I.

So, integral (98) is zero on 2\ I'. Hence,

lim I(u+ey) —

e—0t IS

o /g (Apu(z) + f(u(z)")h(x) + q(x)) P(z)dz
- /F(f(a+)h(x) + q(x))(x)dx

——(/ (f(a*)h(z) + q(2))b(x)dz + / <f<a+>h<x>+q<m>>w<x>dx>
rnQy rno.

. / (F(a*Yh(z) + q(x)(x)de.
o,

Since |T'1| > 0 and 0 < g(z) + h(z)f(a™) on I'y, we conclude that

0<- / (@A) + a@)p@d <0

which is a contradiction. Therefore, |T';| = 0.
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ii)

(b) Let us prove that |I's] = 0. Again by contradiction, consider [T'3| > 0 and v a positive bounded
function in C2°(2). Let

Ti(e) = 1 [Vu(z) — 6V¢(m)|p — |Vu(x)\1’.
D €
Therefore,
o= L V(@) = eV(a)]P — [Vu(z)|P p2
El_l)%l+ Li(e) = 551—13& . = —|Vu(z)[P~*Vu(z)Vip(x).

Let

‘ —_ Flu(e) = 2(@))h(z) - F(u(a))h(z)

Ix(e) . :

Hence,

lim T(e) = —f(u(z)")¥(z)h(z).

e—0+

Similar to the case of I'1 we have

0< lim © (“*51/;)*] O < /Q Ti(e)da — /w Tole)d + /Q q(x)¢(x)dz>

e—0t e—0t

- / (Apule) + f(u(@) (@) + g()b(@)d
- / (Fa)h(x) + g(2))b(a)dz

= /m (f(a™)h(z) + q(x))y(z)dz + /F . (f(a™)h(z) + q(z))¢(x)dx
+ _ (100)

- / (f(a™h(z) + (@) (x)dz.
rne,
Since —q(z) > f(a™)h(z) on 'y and T3] >0
0< [ (e )hia) + a(@)pe)ds <o,
o,

So T3] = 0. Therefore by (97), |T'| = 0. By following the same procedure of part (1), it follows that,
—Apu(x) — q(z) = h(z) f(u(x)) a.e. Q.

Let us prove (ii). Assume that |Q,| = 0 and that u € Wy?(Q) is a point of local maximum of I.
We follow the same process as for (3i). We want to prove that |I'| = 0. Since |Q4| = 0, by (93) and
(94) it follows

T|=T'NnQ_|, (101)

and
—q(z) € [h(z)f(a™),h(z)f(a™)] ae. TNQ_. (102)

Consider the set,
C={ze€Q/ —q(2) € [h(x)f(a®),h(z)f(a7)]}.
As in (3i) we get that,
rnQ-={zelrnQ_/ —q(=) € [h(z)f(ah),h(z)f(a”)]} UAs,

with Ay € T'NO_ begin the set of null measure containing the points where the relation (102) possibly
does not hold. So,

{zeTNQ_/ —q(@) € () f(a*), h(z) f(a™)]} S T5 UTY, (103)
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where
I3={zelNQ_/ —q(z) > h(z)f(ah)},

Fy={zelnNQ_/ —q(z) <h(z)f(a")}.

(c) Let us proof that [I's| = 0. By purpose of contradiction we suppose |[I's| > 0. From equation (99)
and since u is a point of local maximum, we have

0> lim I(u+ev) — I(u)

e—0t £

. / (F(a*h(z) + q(@))(x)dz.
I'nQ_

Since f(a™)h(z) + q(z) < 0 on |T'g| > 0, then
0=~ [ (fah)hie) + g(a))b(a)do > 0.
I'nQ_

Thus |T'3| = 0.
(d) By applying the same reasoning using equation (100), we prove that [T'4y| = 0. By (103) we get
that |T'| = 0. Therefore,

—Apu(x) — q(x) = h(z) f(u(x)) a.e. Q.

Remark 3.2.3. The proof of Theorem 3.2.1 considered the following steps:

1) In point (1) of Theorem 3.2.1 we computed the generalized gradient of I by using Chang’s machinery,
OI(u) = {A(u)} — 0J(u) + {B(u)}.

Then, since u € Wy (Q) was a generalized critical point and 8.J (u) C ¢(z, u(x)), after some computations,
we got that u is a multivalued solution of (PP) and vice-versa.

Moreover, we realized that the proof of point (1) can be applied to any function ¢ under the conditions
(PHl) and (PH2)

2) In point (2) of Theorem 3.2.1 we computed the interval [of, oﬁ] by realizing that

min{m f (a”), My f (a”)} < h(z)f(a”) < h(z)f(a®) <max{m, f (a¥), M, f (a¥)}, ae. Q4
min{m_f (a*) ,M_f (a*)} < h(z)f(a*) < h(z)f(a”) < max{m_f (a”),M_f (a”)}, ae. Q_,

ie.,

asy < h(@)f(a™) < h(z)f(a™) < 0‘;07 a.e. O
< h(z)f(a”) < aty, ae Q_,

By a proof based in the purpose of contradiction and by using facts of measure theory, we proved that
IT'| = 0, which implies that w is an almost everywhere weak solution of (PP).

3) Point (3) of Theorem 3.2.1 had to be divided into two problems, i) and ii), since —¢(z) does not belong
to a unique interval on I" as in [4] and [8]. In fact,

—q(@) € [h(@)f(a ), h(@)f@@™)], ae. TNQ,
—q(x) € (@) f(a*).h(@)f(a )], ae. DNO_.

To prove i), we showed that [I'| = 0. Since |Q2_| = 0, to prove that |I'| = 0 is equivalent to prove that
IT'1| = 0 and |T'3| = 0. We proceed to show that |T';| = 0 by the purpose of contradiction, i.e., by assuming
that |T'y] > 0. From this assumption and since u was a point of local minimum, we got the following
contradiction

(104)

0<— / (F(a*)h(z) + q(x))(x)dz <0,
rnoy
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which implies that [I'1| = 0. We followed the same process to show that T3] = 0.

Next, we stated ii) by realizing that it was possible to get a result analogous to i) by changing the
condition of point of local minimum by the one of point of local maximum. To prove ii), we followed the

same approach given in i).

Something important to mention is that we had to assume [2_| = 0 in i) and |Q4| = 0 in ii) to get the

desired contradictions from equations (99) and (100).

3.3 Application

In this subsection we present an application of our main result. Consider the following conditions, which are

particular cases of (Hg) and (F3), respectively.

(Hs) h € L*(Q) such that |Q_| =0 and ||h||pe(q) = M # 0.

(F3) 30,p>0,¥s e R: |f(s)] < d|s]P~t + p,

where

M

M’

with A1 being the first eigenvalue of the p-Laplacian (see Section 2.6).

o<

Remark 3.3.1. In [8] it was assumed that essinf,cq h(z) > 0, which is a particular case of (Hgs).

We have the following result.
Theorem 3.3.2. If conditions (F1), (F3) and (H3) are verified, then

—Apu(z) = h(z) f(u(z)) +q(z), =€,
u(z) =0, x € 09,

has an a.e. weak solution u € W, (Q).

Proof. (i) By the characterization of A, formula (62),

/Q |Vu(z)Pdx

0< A = inf (105)
ueWy P (€),u#0 / |u(w)|pdx
Q
So we have
|Vu(z)Pdx
vue Wir@\op: a <o
[ @
Q
Then
M / () [Pda < / Vu(z)Pda. (106)
Q Q
By Holder inequality we have
, 1/p’ 1/p
qxuxdxg(/qxpdx> </uxpdx>
[ ta@uteas < ( | o) [ Juw) (107)
= llgll o (@ llell e () -
Also
/ h(a)F(u(z))dz < M / |F(u(x))|dz. (108)
Q Q
Mathematician 47 Final Grade Project



School of Mathematical and Computational Sciences YACHAY TECH

From (107) and (108) we have

! Pdx — z)F(u(r))dx — x)u(x)dr
[w) =2 Q!Vu(ﬂf)! d Qh( )E (u(z))d /Qq( Ju(z)d o

1
z?wwa@—mmwmmmmneMAwmumm.

Now consider (F3). By integrating we get

Fu@) = [ 1@l <a [ sy ldsp [T ds=pul@l +pute). (110)

Awmwmskﬁmmwmm>

<2 [ lu@pds+ [ plut)ids (111)

p)\l/|Vu |pdx+p/ u(z)dz by (106)).

Hence

dx

Applying once more Holder inequality

/Q u(z)|dz < (Y7 ||ull £o(oy-

So, for R )
k= Mp()'",
we get
M/ P (u(z))|dz < 7/ V(@) Pdz + Hlull o - (112)
From (109) and (112)
1— (Md)/\
1) = R, )~ Wl o,

where k = [[q|| 1 () + k > 0. Since

A1 M

0<d<— — <1
M h
1—Ma/X
— pa/l > 0,

then conditions presented in (31) hold for I, i.e. I is coercive.
(ii) Let’s prove that I is weakly lower semicontinuous. Let (tm)men € Wy (), u € WyP() such that

Uy — u. We have

I(u) = Q(u) — J(u) + R(u),
where

Qu) = / |Vu(z) ‘p dz,

w= [ b

R(u) = /Q (2)u(z)dz.
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Since @ is a norm, it is weakly lower semicontinuous (w.l.s), by Remark 2.4.11. Also, since
g € LV (Q) = (LP(Q)" € W Hr'(Q),
by the characterization of weakly convergence, presented in Section 2.1, equation (2), we get that
R(um) — R(u), as m — +oo.

For the case of J, note that

— h(2)f(s) < |h@)f(s)| < SM|s|P~t + pM, a.e. Q. (113)
Hence by (110) and (113)
oM »
—J(u) =— A h(z)F(u(x))dx < - |u(z)|Pdx —|—pM/Qu(x)dx

oM
= 2l + oM [ ula)da.
p Q

Note that P : W, ?(Q) — R, given by

belongs to W‘l’p/(Q), due to Holder inequality. So, by characterization of weakly convergence, equation
(2),

/ U (z)dr — [ u(x)dz, as m — +oo.
Q Q
Then J is w.l.s.. It follows that
T
I(u) < n}gnoo inf I'(up,).
By Theorem 2.4.16 we conclude that u is a point of global minimum. Finally, by applying (i) of our
main result, we get the desired result.
|
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4 Conclusions and recommendations

4.1 Conclusions
In this work we studied the following boundary value problem involving the p-Laplacian:

{Apum = h(z)f(u(z)) +q(z), z€Q,

u(z) =0, x € 09, (PP)

where p > 1, Q C RV is a smooth bounded domain, ¢ € L?' (Q), h € L*(Q), and f: R — R is a discontinuous
function at a point a € R, satisfying:

(F1) a) feCR\{a},R),
b) f(a™) < f(a™),
c) f(a) € [f(a7), f(a®)],
(F2) there exist a, C1,Cy > 0, with 1 + a € [p, p*], such that
VseR: |f(s)] < C1+ Cols|¥,

where
N
N . p <N,

400, otherwise.

By calculating the generalized gradient to the energy functional I : VVO1 P(Q) — R of (PP),

)= [ (Vut@pds— [ @tz [ | " fh@)dsda,

and applying Chang’s machinery, we have shown that:

1. Any generalized critical point u of I is a multivalued solution of (PP), i.e., 0 € 9I(u) is equivalent to

—Apu(z) — q(z) € p(z,u(x)), ae. Q.

Moreover, this fact is true if, instead of considering the particular case h(x)f(s), we consider ¢(z, s), where
#:RY x R — R is any function such that:

(PH;) For some a € R,

a) ¢(z,-) € C(R\{a},R).
b) For each z € Q:
$(z,a”) < ¢(z,a").
c) For each z € Q0 :
(PH3) There exist a, Cy,Cy > 0, with 1+ « € [p, p*], such that

VseR: |o(x,s)| < Cr+ Cals|™.

hold.

2. A generalized critical point u of I is an almost everywhere weak solution of (PP) if the function ¢ does
not take values in the interval [a~, o] a.e. on the set Q.

3. If u is a point of local minimum and |2_| = 0, or if w is a point of local maximum and |24| = 0, then u
is an almost everywhere weak solution of (PP).
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4. By considering that

(Hs) h € L*(Q) such that |Q2_| =0 and ||h||p ) = M # 0.
(F3) 36,p>0,VseR: |f(9)| < 5|8|p—1 T,

we have shown that I is weakly lower semicontinuous and coercive. Therefore we concluded that I has a
global point of minimum and then (PP) has an almost everywhere weak solution.

The development of this work used many topics and tools studied during the career of mathematics of
Yachay Tech: Calculus of Variations, Functional Analysis, Partial Differential Equations, and Measure Theory.
It is important to note that a lot of the material necessary to produce the results goes beyond the standard
curriculum. Concepts like generalized gradient, topics in Nonlinear Analysis, and some concepts of Measure
theory were studied independently to understand and solve the problem.

4.2 Recommendations

a) In my opinion, the authorities of the School should organize periodically seminars related to the work that
each professor is doing. This would help students to determine which fields of mathematics attract them,
and even to start working on research projects before entering to the last two semesters of the career.

b) Also, I think that it is important to offer at least one more class related to the field of Algebra between the
optional subjects. I consider that it is a key field for students that have more interest in pure mathematics.
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