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Resumen 

 

 

La espintrónica molecular en sistemas biológicos ha sido un campo de investigación de gran 

interés en los últimos años. El descubrimiento experimental del efecto Chiral Induced Spin 

Selectivity (CISS) en aminoácidos, oligopéptidos y ADN ha llevado a una carrera para explicar 

este fenómeno desde el punto de vista teórico. El enfoque principal es determinar la fuente 

de la actividad de espín en soportes orgánicos sin centros magnéticos o átomos pesados y 

explicar el efecto de polarización de espín muy grande que puede ser mayor que el de las 

interfaces ferromagnéticas. 

En este proyecto, derivamos un modelo analítico de moléculas quirales para explicar el 

proceso de túnel de electrones como mecanismo de transporte en sistemas biológicos 

quirales, como el ADN. Se realiza un estudio basado en un modelo analítico de Tight-Binding 

de una molécula de ADN de doble hélice, con un tipo de par de nucleótidos y un orbital π 

orientado a bases, en el que se incorporan contribuciones cinéticas e intrínsecas Spin-Orbita 

(ISO). Como parte de este modelo, se deriva un hamiltoniano consistente con el transporte 

de carga en este sistema y se detalla el proceso de tunelización que está fuertemente 

acoplado con la interacción ISO. La actividad de espín se evidenciará mediante un 

acoplamiento de espín efectivo de primer orden en el hamiltoniano resultante evaluado en 

la energía de Fermi, a través de cálculos de transporte tales como corrientes de carga, 

corrientes de espín y densidad de par. Adicionalmente, se desarrolla una técnica para 

describir sistemas de oligoacenos mediante un hamiltoniano eficaz, mediante el método de 

diezmado, para ser utilizado como medio para estudiar el transporte cuántico de electrones 

en estas moléculas. 

Palabras Clave: 

Espintrónica, quiral, espín, polarización, molécula, transporte, ADN, acoplamiento de espín, 

tunelización, Fermi, energía, efecto CISS. 

 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 

Abstract 
 

Molecular spintronics in biological systems has been a field of research of high interest in 
recent years. The experimental discovery of the Chiral Induced Spin Selectivity (CISS) effect 
in amino-acids, oligo-peptides and DNA has lead to a race to explain this phenomenon from 
the theoretical point of view. The main focus is determining the source of the spin activity 
in organic supports with no magnetic centers or heavy atoms and explain the very large spin 
polarization effect that can be larger than that of ferromagnetic interfaces.  

In this project, we derive an analytical model of chiral molecules to explain the process of 
electron tunneling as a transport mechanism in biological chiral systems, such as DNA. A 
study is carried out based on an analytical Tight-Binding model of a double helix DNA 
molecule, with one type of nucleotide pair and a base-oriented π orbital, in which kinetic 
and Intrinsic Spin-Orbit (ISO) contributions are incorporated. As part of this model, a 
Hamiltonian consistent with the charge transport in this system is derived and the tunneling 
process that is strongly coupled with the ISO interaction is detailed. Spin activity will be 
evidenced by first order effective spin-coupling in the resulting Hamiltonian evaluated at 
the Fermi energy, through transport computations such as charge currents, spin currents 
and torque density. Additionally, a technique is developed to describe Oligoacenes systems 
by means of an effective Hamiltonian, through the decimation method, to be used as a to 
be used as a means of studying quantum transport of electrons in these molecules.  
 
Keywords:  
spintronics, chiral, spin, polarization, molecule, transport, DNA, spin-coupling, tunneling, 
Fermi, energy, CISS effect. 
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Chapter 1

Introduction

The technological devices which have been developed throughout history have been based on the charge of electrons
that can be acted on by external electric and magnetic fields. However, since the end of the last century, devices
focused on nanoscale electronic circuits with the object of detection and manipulation of an intrinsic property that
electrons possess10, namely spin. The manipulation of the spin degree of freedom and the control over the electric
charge is a field of research in the area of physics, called spintronics. This spin-based electronics is one of the most
important emerging areas of nanotechnology including highly active areas in nanomagnetism, magnetoresistivity,
spin injection, optical orientation, spin polarized transport, spin filters, spin valves among many others11. This area
has already seen the transition from fundamental physics to technological applications in a record time of ten years
and is very promising for the future.12.

Spintronics made its debut in the 80s of the last century, however, spin was discovered many years before. In 1920
many researchers realized that to fully describe the behavior of electrons a fourth concept was missing in addition to
the "classical" quantum numbers13. The additional number was speculated to be due to the fact that that electrons
could rotate about their own axis. The first experimental evidence of the existence of the spin came in the year 1922
in an experiment carried out by Otto Stern and Walther Gerlach14. In this experiment they reported, by means of a
silver atom, that there was a magnetic moment present. In 1925 three physicists: Ralph Kronig, Samuel Goudsmit
and George Uhlenbeck (see Fig.1.1) started from the idea that the electron rotates on its own axis, similar to the
Earth, and they realized that adding a quantum number associated to this spin, it was possible to give a complete
explanation of most atomic spectra15.

Thanks to the previous conclusions, a definition for spin could be given. The spin is an intrinsic property of the
electron, that accounts for an intrinsic magnetic moment. For spin 1/2 particle, the particle has two possible states;
"spin up" and "spin down" (see Fig.1.2) with respect to a predetermined quantization axis. A current of electrons,
carrying spinfull carriers in the two states, carries information and interacts in a characteristic fashion with magnetic
materials16 through e.g. magnetic dipole or Zeeman couplings. For these reasons, spintronics has generated a great
impact through the development of spin-based systems, such as hardware for storing information and sensors or
magnetic data, magneto-mechanical oscillators, among other applications17.
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Figure 1.1: Physicists who started with the idea of the consideration of the electron spin. a) H.B.G. Casimir, and R.
Levensbericht. Ralph Kronig. 1996. Retrieved from1. b) P. Halpern. George Uhlenbeck (L) and Samuel Goudsmit
(R) came up with the idea of quantum spin in the mid-1920s. This photo was taken with Hendrik Kramers (center)
in 1928 (Public Domain). 2017. Retrieved from2.

Figure 1.2: Spin up and spin down.

One of the first successes in spintronics, using the electron spin to process information, was the discovery of
the Giant Magneto-Resistance (GMR) in magnetic multilayers with nanometric thicknesses by researchers Albert
Fert and Peter Grünberg18,19, which showed that the electrical resistance of a magnetic device can be modified by
changing its magnetic texture. This phenomenon was named Giant Magneto-resistance or GMR. Therefore, this
effect could be used for different electronic devices as shown in the Fig. 1.3. This incredible scientific discovery
spread rapidly in the industry, just a few years later IBM launched the first commercial device based on this effect
(1988), which was a computer hard disk that used the GMR as the reading mechanism of the information. As a
consequence of this work, these researchers were awarded the Nobel Prize in Physics in 20073. Another notable
although not realized proposal is the Datta-Das transistor that uses spin precession, in the presence of the Spin-Orbit
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coupling (SOC), to realize switching20.

Figure 1.3: E. E. Fullerton, and I. K. Schuller. Examples of the exciting science and technological advance in
magnetic nanoscience. (A) Schematic representation of interlayer coupling between two ferromagnetic layers across
a non-magnetic (yellow) spacer layer. As the spacer layer thickness changes, the coupling oscillates between
ferromagnetic and antiferromagnetic coupling, resulting in parallel and antiparallel alignment of the magnetization.
(B) GMR response from an Fe/Cr superlattice. In zero magnetic field the layers are antiparallel (as indicated by
the arrows). Applying a large magnetic field saturates the Fe layers and causes a “giant” decrease in the resistance.
(C) Schematic of a spin-transfer device where current can switch the direction of the magnetization of a layer. (D)
Schematics of a spin-valve GMR sensor where the reference (blue) magnetic layer is pinned by an antiferromagnetic
layer (green) and the free magnetic (red) is separated from the reference layer by a thin conducting spacer (yellow).
(E) A hard disk drive which uses a GMR sensor to read the data stored on the disk. (F) Top view of a micro-fluidic
magneto-nanochip with an 8x8 GMR sensor array and eight microfluidic channels. (G) Cross-sectional transmission
electron microscope image of a 4-megabit toggle MRAM showing backend integration of magnetic tunnel junctions
and Cu write lines. 2007. Retrieved from3.

Historically, spintronics has been used in many inorganic materials since once the magnetic orientation of the
material is known, many properties can be improved for later technological use12,21,22. Nevertheless, recently,
researchers have focused on less conventional sets of materials, such as organic materials17,23. In recent years, there
have been many pioneering experiments and theoretical works which suggest that organic materials may offer a
new route to spintronics because they can offer similar or superior performance in spin device manufacturing than
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inorganic materials. This is mainly due to the indisputable advantage of weak spin-orbit and hyperfine interactions
in organic molecules, which leads to the possibility of preserving spin coherence at times and distances much longer
than in conventional metals or semiconductors24. Additionally, organic molecules have many types and combina-
tions of preparation, they are synthesized at low temperature, their properties can be finely adjusted and their degree
of purity can be higher than in the inorganic world. Even so, what has mostly inspired the study of spintronics in
organic molecules is the fact that they possess an extremely wide range of functionality and electronic properties.
This new area of research, which has been inspired by pioneering spin transport experiments25 and the first theoret-
ical predictions24 through organic molecules, has been called Molecular Spintronics. These investigations include
carbon nanotube spin valves26, coherent spin transfer of hot electrons across molecular bridges27, injection of spin
into -conjugated molecules23,25, etc. All these works show the spintronic properties possessed by these molecules
and as can be manipulated to the required function.

One of the spintronic phenomena which has emerged in recent years, and shows great promise for new spintronic
devices, catalysis, and biological electron transfer is the Chiral Induced Spin Selectivity (CISS) effect, which
describes the spin filtering capacity of diamagnetic helocoidal structures such as DNA or peptides that possess
chiral symmetry28–33. Chiral molecules are those that do not have parity symmetry, that is, they do not overlap in
their mirror image, like the left and right hand, so a mirror symmetry operation transforms one enantiomer into
another34,35.

Several experiments have been carried out with chiral organic molecules which, together with the results of
other theoretical works, have established firm bases that the transport of electrons, the transfer of electrons or the
polarization of bonds in extended chiral systems translates into spin polarization of electrons36–38. Many of these
studies have obtained results of strong polarization or spin selectivity with this type of molecules, reaching up to 60%
polarization7. The first experimental revelations of the existence of the CISS effect were obtained by Naaman et al.39

through electron photoemission studies in experiments with Langmuir-Blodgett type monolayers40,41 composed of
films of chiral molecules Lysine in left-handed (L) and right-handed (D) configurations, deposited on a gold substrate.
They concluded that the spin selectivity they observed is unequivocally linked to the chiral nature of the molecules,
since the longitudinal component of preferential spin in transmission changed direction under a change in chirality
and the lack of it killed any spin activity due to its low atomic weight. Another important experiment was carried out
in 2011 by Göhler and collaborators4. In their work, they study the transmission of electrons through self-assembled
monolayers of double-stranded DNAmolecules (SAMs) oriented vertically on a gold substrate. Their results showed
that, by expelling photoelectrons by means of a laser pulse whose photons have enough energy to tear the electrons
out of the substrate without ionizing the molecules, regardless of their polarization, the electrons were polarized with
their spins aligned antiparallel to their speed (see Fig.1.4). Therefore, DNA molecules act as an excellent spin filter,
that is, they have the ability to polarize the spin with a relatively high percentage.

A relevant experiment was carried out by Xie et al, in which they studied the CISS effect in the regime of
tunneling energies, by means of conductivity measurements of double-stranded DNA molecules5. In this work,
DNA molecules were deposited on a nickel substrate in such a way that they chemically attached, while their upper
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Figure 1.4: A scheme describing the monolayer of dsDNA as spin filter. Unpolarized electrons are injected from the
gold substrate, it is observed that most of the electrons transmitted through DNA are polarized so that their spin is
aligned in an antiparallel speed. 2011. Retrieved from4

ends were chemically joined to a gold nanoparticle, forming a Ni-DNA-Au type system as shown in the figure 1.5. In
addition, a magnet was placed under the substrate to monitor the magnetism and therefore the spin alignment in the
nickel. Furthermore, a conductive AFM was used to measure the current that flows between the substrate through
the DNA to the gold nanoparticle. In their results they obtained that there is a dependence of the conductance of
the molecule with the direction of the applied magnetic field and with the length of the molecule, for which they
conclude their results are consistent with a DNA spin selectivity.

Theoretically, several investigations show that this effect is attributed to Intrinsic Spin-Orbit (ISO) coupling,
which is interesting since there are no heavy elements in these molecules, they only have light atoms such as
Carbon, Hydrogen, Oxygen and Nitrogen. However, there is a wide range of analytical theoretical analyzes which
link the CISS with the ISO7,31–33,36,38,42,43. The first atomistic approaches to describe CISS theoretically used tight
binding models with effective ad-hoc parameters which define the Hamiltonian, however, they could not explain the
incredible magnitude of the CISS effect, only underestimating it by several orders of magnitude28. Therefore, it has
been important to investigate the electronic structure of these molecules to obtain what is needed in the theoretical
approaches to explain this effect.

There are several studies which show electronic transfer in biological systems is fast and efficient, and it can
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Figure 1.5: A nanoparticle-dsDNA-nickel complex is shown. DsDNA is bound at one extreme to Ni while at the
other extreme it is chemically bound to gold nanoparticles. The current is measured between the nickel substrate
and an AFM tip. (2011). Retrieved from5.

be explained through tunneling processes through organic molecules38,44–46. One of the first to develop a theory in
terms of tunneling through a potential barrier to analyze electron transfer in biological systems was Hopfield47,48,
which provided a mechanism to understand the function of structural characteristics of cells. Electron transport
molecules and found the expected exponential decrease with spatial separation of localized states. From this, it
has been shown this transfer by quantum tunneling occurs at distances between 20 − 40 Å, in biological molecules
such as proteins and DNA49,50, due to the long-distance transfer of electrons in Proteins and DNA decrease with
distance, reinforcing the electron tunneling process as a transport mechanism in these systems. In 2016, Varela et al.
derived a Hamiltonian to describe a DNA molecule, taking into account its geometric structure and different atomic
interactions, such as the ISO, Stark and Rashba interactions7. For our model we start from this Hamiltonian but
taking into account only the contribution of kinetic energy and the ISO interaction.

1.1 Problem Statement
Molecular spintronics has had high relevance in recent years and has been a field of research considered fascinating
due to the properties observed in these biological systems. One of the effects that has shown great promise for
electronic devices, catalysis, and biological electron transfer has been the CISS effect on chiral molecules such as
amino-acids, oligopeptides, and DNA. Understanding this effect could mean great progress toward new electronic
devices with greater efficiency and smaller size. Therefore, its experimental discovery has led much of the scientific
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community to search theoretical explanations for this quantum phenomenon. However, it has not been possible
to fully explain how these molecules come to possess such magnitude of spin polarization despite the different
theoretical models that have been proposed about these molecular systems. A theoretical approach which can
explain this quantum effect is the tunneling process through these organic molecules, which can be linked to an
ISO coupling. However, the active spin tunneling effect in chiral molecules has not received considerable attention
despite its relevance to transport in molecules. This was our motivation to derive an analytical model that explains the
CISS effect in chiral biological systems, based on the tunneling process with a strong coupling to the ISO interaction
as a transport mechanism for these molecular systems.

1.2 General and Specific Objectives

1.2.1 General Objective

The general objective of this thesis work is to develop a theoretical analytical model which explains at a physical
level the spin selectivity which exists in chiral molecules, such as DNA. In order to do this, we propose doing it
through calculations detailing the tunneling process coupled with the ISO interaction as a transport mechanism in
these systems. In this way, we pursue to contribute to the study of the spintronic properties that chiral molecules
possess, through this analytical method.

1.2.2 Specific Objectives

• Derive a Hamiltonian consistent with the charge transport of of a DNAmolecule considering the ISO coupling.

• Carry out a study through calculations detailing the tunneling process coupled to the ISO interaction as a
transport mechanism in DNA.

• Analyze the spin selectivity for the DNA model used, through some computations.

• Develop a technique to study electron transport in Oliagoacenes (Benzene Chains), using the decimation
method.





Chapter 2

Methodology

This chapter explains the theoretical background used in this work to obtain the subsequent results.

2.1 Overlaps and Slater-Koster Parameters
The wavefunction overlays and couplings between pz orbitals considered in this model are derived from a Slater-
Koster TB analytical approach. The Slater-Koster terms overlaps represent the contribution of orbital overlap in
molecular structures. The orbital superposition can be represented as a linear function of the wave functions which
describe the orbitals in a proper base, then, if the superposition between two atomic orbitals φl,m = |l,m〉 is considered,
represented by their angular momentum l = s, p, d... and the magnetic quantum number m, located in the positions
R and R′, the transfer and overlap integrals are:

Vll′ |m|mδmm′ = 〈l′,m′,R′| Ĥ |l,m,R〉 (2.1)

These terms are called Slater-Koster parameters if the relative vector R−R′is parallel to the quantization axis of
the φlm(r −R) = 〈r|l,m,R〉 orbitals51,52. Each value of m is associated with the different types of bonds between the
orbitals by the superposition of their atomic wave functions. Therefore, the magnetic numbers m = 0, 1, 2 represent
bonds of type σ, π, δ, respectively, as denoted in figure 2.1. The number of parameters is given by the number of
possible combinations of two orbitals and by the type of bond formed. In the model used in this work, only the s
and p orbitals are considered, so we have the parameters Vσ

ss, Vσ
sp, Vσ

pp, Vπ
pp.

2.2 Kinetic Energy Term
The kinetic term represents one of the couplings between the pz orbitals in different bases of the molecule, this term
is entirely due to the Ezz overlap of the eigenfunctions between the pz− pz orbitals of near neighbors and preserves the

9
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Figure 2.1: Scheme of the Slater-Koster parameters, which represent the different types of σ and π bonds considered
in this model.

orientation of the spin (see Fig.2.2). This process occurs both intra-helix (A-A / B-B), and inter-helix (A− B/B− A).
The Hamiltonian that describes the DNA molecule includes this kinetic term t.

Figure 2.2: Representation of the pz-pz overlap between near neighbors, which is described with the kinetic term.

2.3 Intrinsic Spin-Orbit coupling
Intrinsic Spin-Orbit (ISO) coupling is a relativistic coupling between the angular momentum of a particle moving at
a potential and the spin of the particle. This relativistic effect starts from the assumption that the nucleus surrounds
the electron where the spin magnetic moment and the orbital angular momentum interact, and this creates a magnetic
field53. This coupling is responsible for the electron spin degrees of freedom being affected by its orbital state and
allows a new path between the π orbitals of bases which are near neighbors. The moving electrons from the pz orbital
are transferred to the px,y orbitals of the same base, which causes the spin to flip, and then are transferred through
orbital overlap to the pz orbitals of the near neighbors. The figure 2.3 represents this coupling process considering
the py orbital.
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Figure 2.3: Representation of pz - pz coupling between first neighbors through first order ISO interaction and Eys

overlap.

2.4 Tight-Binding Hamiltonian For a DNA Model
DNA is a molecule which appertains within the category of polymers. This consists of two chains which wind
between them to form a double helix structure. Each chain has a central part made up of sugars (deoxyribose) and
phosphate groups. Attached to each sugar is one of the 4 nitrogenous bases that DNA has: Adenine (A), Cytosine
(C), Guanine (G) and Thymine (T); and the order in which they combine one after the other is what encodes the
genetic information. The two chains remain coupled or linked by hydrogen bonds between these nitrogenous bases54.
The length of these hydrogen bonds is around 3 Å. Nitrogen bases in DNA are planar organic molecules linked by
sp2-type hybridization, such as graphene. In the most common configuration of DNA, B-DNA, these bases are
oriented in such a way that the plane of the molecules is almost perpendicular to the axis of the double helix, with
an angle of inclination of 1,2°. For this reason, the pz orbitals of its atoms are perpendicular to the molecular plane.
Due to their hybridization and the atoms that make up the base, the electrons which occupy these atomic orbitals
are unpaired to form π − type molecular orbitals. In the aforementioned configuration, the DNA structure presents
a dextro-rotatory chirality, that is, it has a clockwise rotation seen from the bottom up and the pitch has a length of
35.4Å (see Fig.2.4) with 10.4 base pairs per turn, besides the angle between two consecutive base pairs is 34.6°.

The DNA structure model used in this work is the one developed by Varela et al.7. The phosphate groups of
the molecule do not contribute in this model because all the conduction of electrons occurs in the internal structure
where the bases are, since the conducting electrons are contributed by the nitrogenous bases due to their type of
hybridization. In addition to this, the bases are well located so they can be modeled as a set of orbitals per site.
Therefore, a double helix structure is considered where each nitrogenous base is represented by a pz-type orbital
oriented perpendicular to it and s and p orbitals in the plane representing the outer shell of a carbon atom. Each
atom that represents a DNA base has an unpaired electron in the pz orbital, which is the moving electron55. The
bases connecting the two helices are separated by a distance equal to the diameter of the structure.

Position vectors for a nitrogenous base pair can be represented as shown in Fig.2.5. A base pair is represented at
site i with the labels Ri and R′i , where the first term indicates the base of one helix and the second the base of the
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Figure 2.4: DNA structure. Retrieved and adapted from6.

other helix. This vector can be described as:

Ri = acos
[
ϕ + (i − 1)∆φ

]
X̂ + asin

[
ϕ + (i − 1)∆φ

]
Ŷ +

(i − 1)∆φ
2π

bẐ, (2.2)

where b is the pitch of the helix, a the radius of the helix, ∆φ the angle between two consecutive bases of the same
helix and ϕ is the reference angle with respect to the X̂ axis of the fixed coordinate system.

Other geometric relationships of the DNA structure are deduced taking into account the number of nitrogenous
bases and the number of turns of the molecule. For this system,

N =
N − 1
M − 1

, (2.3)

and

∆φ =
2π

(M − 1)
, (2.4)

are satisfied, where N is the number of base pairs considered in the structure,N is the number of turns of the helices
and M is the base pairs that each turn contains.
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Figure 2.5: S. Varela et al. Representation of a base pair in the X-Y plane, where φ is the angle between consecutive
bases and ϕ is a reference angle to the X axis. 2016. Retrieved from7.

For the Hamiltonian construction, the two bases in opposite positions of the same pair are distinguished by the
labels A and B, sub-understanding a pseudo-spin space. There is an orientation of the orbitals in each base with a
given local system as shown in the figure 2.6. The px and py orbitals are distributed in the X − Y plane of the fixed
system with a ring-shaped approximation, but due to the structure of the helix, they have an additional component
in the direction of the Z axis, which is directly related to the chirality of the molecule. For this DNA model, a
tight binding model is used, so only strong or important interactions are considered, that is, those which are first
neighbors. As described in Fig.2.7, each site i has 3 first neighbors j, two on the same helix and one on the opposite
helix. The distance between these neighboring atoms becomes:

|Rji|
2 =

16π2a2sin2
(

∆φ
2

)
+ (b∆φ)2

4π2 . (2.5)

This equation is consistent, since when it is about two atoms with different helices (∆φ = π and b = 0) their
distance is equal to 2a, corresponding to the diameter of the helix.

The overlapping neighboring orbitals which occur in this structure have both π and σ components. However, due
to the helical/chiral structure that this molecule possesses, additional overlaps occur between the pz orbitals due to
intra-atomic orbital coupling interactions. One of them that occurs in this system and is considered in this work is a
first order Spin-Orbit (SO) coupling, similar to that of carbon nanotubes56. Wavefunction overlays and SO couplings
are derived from a Tight-Binding Slater-Koster analytical approach with lowest order perturbation theory. Varela
et al.7 derived, from these considerations, a complete Hamiltonian, however, in this work we consider the major
contributions to the Hamiltonian, but only with the ISO coupling of the atoms involved in the π orbitals (N, C, O).
Consequently, the Hamiltonian used is comprised of two terms, as described by:
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Figure 2.6: S. Varela et al. Structure of the orbitals in the molecule in the XY plane. The px orbitals are represented
in blue, the py orbitals in red and the pz orbitals in green. The orientation of the pz orbitals is parallel to the axis of
the helix. 2016. Retrieved from7.

H =
(
επ2p + 2t f (k)

)
1s − 2g(k)λS Osy, (2.6)

where 1s represents the unit matrix in spin space and sy is the Pauli matrix representing the spin degree of freedom
in the local coordinate system of the molecule.

As mentioned above, the Hamiltonian has two terms, the first implies the term επ2p which corresponds to the base
2pπ orbital energy and the kinetic energy t, which is defined as:

t = Vπ
pp +

b2∆φ2
(
Vσ

pp − Vπ
pp

)
8π2a2 (1 − cos∆φ) + b2∆φ2 . (2.7)

The above expression shows this overlap depends on the angle ∆φ between the bases and the b parameter of the
helix, and involves both π and σ components. When b = 0, that is, when the overlap is between two bases of the two
helices (between sublattices A and B), the kinetic term is reduced to the Slater-Koster parameter corresponding to
the π bond between the pz orbitals of the bases.

The second term, λS O, corresponds to the effective molecular ISO coupling or the active spin term:

λS O =
4πξprb∆φ (1 − cos∆φ)

(
Vσ

pp − Vπ
pp

)(
επ2p − ε

σ
2p

) (
8π2r2 (1 − cos∆φ) + b2∆φ2) , (2.8)

where ξp is the coupling of atomic SO of atoms with double bonds in the bases (either C, O or N) and επ,σ2p are the
bare energies if the 2p valence orbital is π (perpendicular to the base) or bound σ. This equation makes notice this
coupling is dependent on the chirality of the helix, since if b is equal to zero, do not have this contribution in the
Hamiltonian. Finally, it is important to emphasize the equations of the parameters λ and t include all the geometric
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Figure 2.7: S. Varela et al. Each base in the i site has three first neighbors, of which two are on the same DNA strand,
j = 1 and j = 2, and the third is opposite on the other strand, j = 3. 2016. Retrieved from7.

characteristics of the DNA helix.

Additionally, the functions f (k) and g(k) correspond to the functions of the reciprocal space with the lattice
parameter R and the wave vector k in the local system of the helix, and are shown in equations 2.9 and 2.10. In the
Hamiltonian, the terms that have the most relevance are those of kinetic energy and active spin, since they represent
the couplings which are considered in this model, which are explained below.

f (k) = cos (k · R) (2.9)

g(k) = sin (k · R) (2.10)

2.5 Tunneling through a Potential Barrier
Quantum tunneling is one of the most amazing quantum phenomena. The term encompasses a large number of
different effects which have in common the possibility that a quantum system is in a classically forbidden region
of space, so that, it violates the principles of classical mechanics57. One of the researchers who has analytically
clarified this phenomenon in recent years is Mohsen Razavy with his book Quantum Theory of Tunneling, in which
he describes the quantum theory of tunnel construction58.

The quantum tunneling phenomenon refers when the particles are able to cross or penetrate a potential energy
barrier V0 with a height greater than the total kinetic energy E of the particles (see Fig.2.8). This surprising property
of certain particles plays an essential role in various physical phenomena, such as alpha decay and nuclear fusion.
In addition, it has several important applications, such as the tunnel diode, quantum computing, and the Scanning
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Tunneling Microscope (STM), which have had a profound impact on physical, chemical, biological, and materials
science research.

Figure 2.8: Scheme of quantum tunneling effect through a potential barrier.

Tunneling is explained by the Heisenberg uncertainty principle and the wave-particle duality of matter. Micro-
scopic particles such as protons and electrons possess this nature of duality. The uncertainty principle defines a limit
on the precision with which the position and momentum of a particle can be known at the same time. In order to
describe the behavior of these particles, a complex function is associated, called a wave function. The wave function
ψ, which is a function of the time and the position of all the particles in the system, is a solution of the Schrödinger
wave equation, and the probability of finding particles in a certain place is given by |ψ|2.

We assume that a uniform, time-independent beam of electrons with energy E traveling along the x axis, in the
positive direction to the right, encounters a potential barrier described by:

V(x) =


0 ; x < 0,

V0 ; 0 6 x 6 0,
0 ; x > a.

(2.11)

In order to find the probability that the beam particles pass through the barrier, we solve the boundary value
problem for the time-independent Schrödinger equation. First, we must solve the eigenvalue problem of equation
2.12 for each of the regions. The general form of this equation is given by,

Hψ = Eψ, (2.12)

−
~2

2m
∂2ψ(x)
∂x2 + V(x)ψ(x) = Eψ(x). (2.13)
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Knowing that the total kinetic energy E is less than V0, as shown in figure 2.8, and taking into consideration
that V0 corresponds to the values shown in Eq.2.11, a solution is sought for the wave functions in each region. The
general solutions of the time-independent Schrödinger equation in the three regions are:

region 1 : ψI = Aeikx + Be−ikx ; x < 0,
region 2 : ψII = Ceκx + Deκx ; 0 6 x 6 0,
region 3 : ψIII = Feikx , x > a,

(2.14)

where k =
√

2mE
~

and κ =
√

2m(V−E)
~

are the wave vectors for the electron. ψI corresponds to the left of the barrier, and
it can be expressed as a sum of the incident and reflected waves, so A is the incident amplitude and B is the reflected
amplitude. On the other hand, ψIII corresponds to the right of the barrier, and it becomes the waves transmitted, so
that F is the transmitted amplitude. The constants A, B, C, D, F are determined from the wave function ψ(x) and its
derivative ∂xψ(x) with the continuity condition at x = 0 and x = a. The constants A, B, and F can be complex.

The continuity condition of ψ(x), at x = 0, requires:

ψI(x = 0) = ψII(x = 0), (2.15)

and

∂xψI(x = 0) = ∂xψII(x = 0), (2.16)

whereas the ∂xψ(x) continuity condition, at x = a, requires:

ψII(x = a) = ψIII(x = a), (2.17)

and

∂xψII(x = a) = ∂xψIII(x = a). (2.18)

By performing these calculations, the path of the electrons for this system can be observed. The electrons start
out as a sine wave, then one part of this beam is reflected while the other begins to tunnel through the barrier and
goes into exponential decay until it leaves the barrier and is transmitted to the other side as a final sinusoidal wave,
but with a smaller amplitude (see Fig.2.9). The act of tunneling decreases the amplitude of the wave due to the
reflection of the incident wave when it comes into contact with the barrier, but it does not affect the equation of the
wave59,60. The amount of incident wave which can pass through a barrier, depends on the width of the barrier, its
height V0 and the energy E of the incident particles on the barrier.
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Figure 2.9: S. J. Ling et al. Tunneling-quantum problem. In regions I and III the particle moves freely with an
oscillatory behavior, while in region II, where the potential barrier is found, the particle has a decay-exponential
behavior. 2018. Retrieved and adapted from8

2.6 Spin Polarization
Spin polarization in electronic systems is a fundamental phenomenon associated with electron-electron interac-
tions61. The study of electron spin polarization deals with sets of electrons in which one of the two possible states
is preferentially populated. In materials showing this polarization, the electron bands with up and down spin differ
from each other. At the Fermi energy level, the fillings of both bands are different and the densities of states are also
different for both types of carriers. Thus, the spin polarization is conceptualized as the normalized difference in the
density of states (DOS) of spin carriers up and down at the Fermi level62.

As a consequence, this polarization will depend on the relationship between the densities of electrons with spin
up and down, and the degree of polarization is given by the fractional difference of populations of the two spin states,
as indicated by62–64:

Pz =
N↑ − N↓
N↑ + N↓

, (2.19)

where N↑(N↓) are the number of electrons with spins parallel(antiparallel) to a quantization direction.

One of the methods for making a quantitative analysis of the spin polarization in various materials has been
tunneling effect, by means of several techniques such as STM and Scanning Electron Microscopy with Polarization
Analysis (SEMPA)64,65. The latter consists in that, given some conventional electron source, the beam can be initially
polarized or polarized emitted by the source. This polarization is visualized as a selection process which filters
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electrons in one spin state in preference to the other, in this case with a strong dependence on the spin-orbit coupling
effect.

Eq.2.19 allows us to obtain a degree, or percentage, of polarization as long as the ISO coupling is not considered.
For this case, as we take into account the ISO coupling, the measured polarization is interpreted as being weighted
by the spin-dependent transmission probabilities, so we resort to the formula used by Worledge et al.66, which is
shown in equation 2.20.

Pz =
|F↑|2 − |F↓|2

|F↑|2 + |F↓|2
, (2.20)

where F↑ and F↓ represent the transmitted amplitudes shown in Eq.2.14, corresponding to spin up and down,
respectively.

2.7 Electron Transport Computations
Charge current is the flow of electric charge through a material, due to the movement of electrons inside it67. For
this case, it is the flow of charge, caused by the movement of electrons, that crosses the potential barrier. Its spin
is not considered, only the charge (see Fig.2.10). In quantum mechanics it can be described in terms of a velocity
operator, giving it a physical sense. This can be calculated with its respective formula,

JQ = ψ†(r)v̂xψ(r), (2.21)

where, ψ(r) is the wavefunction of the electrons with respect to its position and v̂x is different for the regions,
due to is equal v̂x = ∂H/∂px.

Figure 2.10: The charge current consists of the flow of electrons through the potential barrier.

Spin current refers to the flow of spin from one part of a material to another, as the figure 2.11 shows. In the
ideal situation where spin is conserved, it is simply defined as the difference between the electron currents in the two
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spin states. Therefore, physically, it has been usual to define this current as the expected value of the product of the
spin and velocity observable68. However, when SO coupling exists, as mentioned above, the spin is not conserved.

Figure 2.11: Scheme of the Spin Current. Electrons with different spin states flow from left to right through the
potential barrier.

The spin current that is discussed in this work is polarized in the direction parallel to the one-dimensional plane
that is considered for the tunneling process, and therefore to the length of the DNA molecule. It is possible to derive
a continuity equation, based on a general quantum mechanical principle, that relates the densities of spin, current
and torque as shown,

∂S z

∂t
+ ∇ · Js = Tz, (2.22)

where S z is the spin density for a particle in a (spinor) state, Tz is the torque density and Js is the spin current.
The spin current density here is given by the conventional definition:

Js = Reψ†(r)
1
2
{v̂, ŝz}ψ(r), (2.23)

where v̂ is the velocity operator, and {,} denotes the anticommutator. These definitions can be easily restated in
a manybody language by regarding the wave functions as field operators and by taking the expectation value in
the quantum state of the system. The presence of the torque density Tz reflects the fact that spin is not conserved
microscopically in systems with spin-orbit coupling68.

For reasons of symmetry, sometimes the average torque vanishes for the bulk of the system, i.e., (1/V)
∫

dVTz(r) =

0. This is applicable for any sample with inversion symmetry, however, when we want a particular component of the
spin it could disappear in the bulk on average. For this case, where the average spin torque density vanishes in the
bulk, the torque density can be written as a divergence of a torque dipole density,

Tz(r) = −∇ · Pτ(r). (2.24)

Moving it to the left-hand side of 2.22:
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∂S z

∂t
+ ∇ · (Js + Pτ) = 0. (2.25)

This is in the form of the standard sourceless continuity equation, and shows that the spin in conserved on average
in such systems. The corresponding transport current will be:

Js = Js + Pτ. (2.26)

There is still an arbitrariness in defining the effective spin current because Eq.2.24 does not uniquely determine the
torque dipole density Pτ from the corresponding torque density Tz. In order to eliminate this ambiguity, a physical
restriction can be imposed that the torque dipole density is a property of the material that should vanish outside of
the sample68. Which means that, ∫

dVPτ = −

∫
dVr∇ · Pτ =

∫
dVrTz(r). (2.27)

Therefore, the effective spin current density, upon bulk average, can be written in the form of:

Js = Reψ†(r)Ĵsψ(r), (2.28)

where,

Ĵs =
d (r̂ŝz)

dt
, (2.29)

is the Effective Spin Current Operator. In the development of this equation, the term r̂(dŝz/dt) appears, which is
important in our model, since it considers the contribution of the spin torque. So that, developing the definition of
the conserved spin current, is obtained:

Js = r̂
dŝz

dt
+

dr̂
dt

ŝz,

=
1
i~

(
r̂
[
ŝz, Ĥ

]
+

[
r̂, Ĥ

]
ŝz

)
,

= Ĵs + P̂τ,

(2.30)

where Ĥ is the Hamiltonian of the system and ŝz is the spin operator for the z component.

2.7.1 Spin Torque Density

The spin torque density is used to refer to the change in the state of magnetization induced by spin polarized
currents (see Fig.2.12). When ferromagnetic components are incorporated into a device, or molecule in this case,
the flowing electrons can become polarized. Due to the spin-based interactions between ferromagnets and electrons,
the orientations of the magnetization of ferromagnetic elements can determine the amount of current flow. Through



22 2.8. THE DECIMATION METHOD

these same interactions, the spins of the electrons can also influence the orientations of the magnetizations69. Which
causes a torsion in the spin to adapt to the prevailing orientation.

According to Shi et al.68, the torque density can be then computed by the relation:

Tz = Reψ†(r)τ̂ψ(r), (2.31)

where ψ(r) is the wavefunction of the electrons with respect to its position, and.

τ̂ =
dŝz

dt
,

=
1
i~

[
ŝz, Ĥ

]
.

(2.32)

Figure 2.12: Scheme of the Spin Torque. The electrons injected with a spin state, upon entering the potential barrier,
undergo a torque force, changing their state.

2.8 The Decimation Method
The quantum transport of electrons in Oligoacenes molecules is studied, using the "Decimation" technique. This
technique allows a complete description of the electronic structure by reducing the problem of many sites to only
two centers, the first and the last of the system, which are separated by many bridge atoms70.

Decimation begins with the Hamiltonian of the system derived from the Tight-Binding model, which is naturally
associated with linear combination of atomic orbitals (LCAO)9. The Tight-Binding Hamiltonian has the general
form:
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Ĥ =



. . .
. . .

En−1 Vn−1,n 0
Vn,n−1 En Vn,n+1

0 Vn+1,n En+1
. . .

. . .


(2.33)

where En represents the local potential energy and corresponds to any of the specific atomic orbitals used for each
atom and V represents the interaction between atoms and its nearest neighbors.

The decimation model and process was explained by Pastawski et al. in 199070, the Hamiltonian model described
above is used to solve the typical eigenvalue problem (ε1 − H)u = 0 . In this model, when obtaining the system
equations, this set of linear equations is gradually reduced to just two, that is, the sites of the system are decimated.
There are many situations in which physics and chemistry indicate that this is a physically significant model9. By
performing these operations, it is observed a progressive solution is being built, in which new terms are introduced
that indicate that the presence of other sites has the effect of changing or dividing the energies of the site being
observed. As a result of these repetitive operations in the system of equations, the procedure of elimination of
variables is very general and can exhaust the degrees of freedom of the finite system. Then, it is possible to deduce
a recursive scheme to define the parameters that are obtained, which are used to decimate until the two sites that
are obtained at the end. These sites will now have self-energies and between them there will now be effective inter-
action, which are represented by Ẽ1, Ẽn and Ṽ1,n, Ṽn,1 respectively, where n is the number of the last site in the system.

The decimation method can also be used in two-dimensional systems, therefore also in organic molecules such as
oligoacenes. In general, for a two-dimensional system, a "layer by layer" elimination is performed, where each site
now represents a layer and becomes an n × n-matrix in which the sites of that layer and their interactions are found.
Therefore, the parameters obtained in the decimation will also be matrix. A scheme of the decimation procedure in
this type of system made by Patawski and Medina is shown in figure 2.13.

Considering the aforementioned scheme, the general equations for the new self-energies are:

Ẽ1 = E1 + ∆+
1(N−1), (2.34)

and

ẼN = EN + ∆−N. (2.35)

These self-energies represent the layer by layer elimination, from 1 to (N-1). Below are the parameters used in
this iterative process,

∆+
1(n)(ε) = ∆+

1(n−1) + Ṽ1,n
1

ε1 − En − ∆
−
n

Ṽn,1, (2.36)
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Figure 2.13: H. M. Patawski, and E. Medina. Scheme of the decimation of a finite tight-binding strip. As the
elimination of intermediate layers proceeds the effective site energies and interaction appears. 2001. Retrieved
from9.

∆−n+1(ε) = Ṽn+1,n
1

ε1 − En − ∆
−
n

Ṽn,n+1, (2.37)

Ṽ1,n+1 = Ṽ1,n
1

ε1 − En − ∆
−
n

Vn,n+1 + V1,n+1, (2.38)

with the initial values:
∆+

1(1)(ε) = 0,
∆−2 (ε) = 0,

Ṽ1,2 = V1,2.

(2.39)

where ∆+
1(n)(ε) is the self-energy correction to the 1st layer when all layers (to the right) including the nth have been

eliminated, ∆−n+1(ε) is the self-energy correction to layer (n + 1) when layers to the left have been eliminated and
Ṽ1,n+1 is the effective interaction between layers9,70. Consequently, it is clearly seen that the method procedure
described above can be used in molecular systems such as oligoacenes.



Chapter 3

Results & Discussion

3.1 Spin-Orbit Interaction and Spin Selectivity for Tunneling Electron
Transfer in DNA∗

3.1.1 Tight-Binding Hamiltonian

In order to derive the analytical model of DNA was necessary to use a molecular Hamiltonian based on an analytical
Tight-Binding model, which was derived by Varela et al7. In this case, only the kinetic terms and Spin-Orbit
Spin-Orbit (SO) coupling of atoms involved in π orbitals are considered, due to the SO interaction is active only in
one strain on the DNA molecule. The Hamiltonian is:

H = (επ2p + 2t f (k))1s − 2g(k)λS Osy, (3.1)

where 1s represents the unit matrices in spin space, λS O is the SO coupling parameter and t the hopping parameter
that depend on explicit structural parameters of the molecule, as shown in section 2.4. In the model used here, we
considered explicitly the role of the Hydrogen bonds between bases in DNA on the SO coupling71. Taking the radius,
the pitch of the DNA-helix, and the angle between two consecutive bases equal to a = 1.18 nm, b = 3.4 nm and
∆φ = π/5, respectively, the estimated parameters for the kinetic energy terms t = 10 meV and for the SO interaction
λS O = 3.6 to 20 meV.

It is important to remember f (k) and g(k) are the functions of reciprocal space of this system, and are defined by,

f (k) = cos(k · R),

g(k) = sin(k · R),
(3.2)

where the wavevector k can be written in terms of only two components k = (ky, kx).
∗“Effective spin-orbit couplings in an analytical tight-binding model of DNA: Spin filtering and chiral spin transport”, Phys. Rev. B 2016,

93.
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Figure 3.1: Energy spectrum in the first zone of Brillouin. The points Kν at which the expansion was performed are
shown. Retrieved and adapted from7

This model contemplates a half-filled orbital per base (modeled by carbon atoms, with the mobile electron on
pz orbital), while the px and py orbitals are bonded on the bases of DNA; therefore, the Fermi level for one orbital
per base would be half full (figure 3.1). However, the transfer of charge or doping by the substrate on which the
molecule is bound determines the dispersion ratio around the Fermi energy. This can modify the charge and thus
shift the dispersion from the inflection point Kν for the kinetic energy term, and Kν is written in terms of the lattice
parameter R, with ν = ±1. With this in mind, the Fermi energy is set at various points Kν, and a small perturbative
doping in the vicinity of the Fermi level is produced, such that k = Kν + q. The values for K used are those shown in
Table 3.1,

Inflection Points Value
K(1)
ν

(
ν π

2R , 0
)

K(2)
ν

(
ν 3π

4R , 0
)

K(3)
ν

(
ν π

4R , 0
)

K(4)
ν (0, 0)

Table 3.1: Inflection points Kν used to apply a small perturbation

The functions f (k) and g(k) are expanded to the lowest order in q, making the approximation k · R � 1. For our
interest, we pick the expansion around point K(4)

ν = (0, 0), getting:

f (k) = cos
[
(q + 0)R

]
= cos(qR)

= 1 −
q2R2

2
+ O(q4)... , (3.3)



CHAPTER 3. RESULTS & DISCUSSION 27

and

g(k) = sin
[
(q + 0)R

]
= sin(qR)

= qR + O(q3)..., (3.4)

Using the above expressions and substituting in eq.3.1, the resulting Hamiltonian is:

H =

[
επ2p + 2t

(
1 −

q2R2

2

)]
1s − 2qRλS Osy. (3.5)

The Hamiltonian, to lowest order in q, show a quadratic dispersion for the kinetic term and a linear dispersion for
the SO term, This is important, due to it establishes the possibility of reversing temporal reversion without having
problems with the Hamiltonian, since there is no problem in the sense that the electron moves, in addition by having
a linear dispersion in the SO term it is established there is an asymmetry, that is, a spin separation, which is necessary
to have spin selectivity.

According to the k · p theory, we can requantize this Hamiltonian to address the problem of tunneling in the
vicinity of Fermi level72: q −→ −i∂x and −~2/2R2|t| −→ m. So, the obtained Hamiltonian, eliminating constant
terms, is:

H =
1

2m
(−i~∂x)21 + ασy(−i~∂x) (3.6)

where α = − 2R
~
λS O and σy is the Pauli matrix. It should be noted that this Hamiltonian derived with our model is

the same as obtained in reference73, so we can use it to study the CISS effect by tunneling.

3.1.2 Potential Barrier

The previous Hamiltonian is presented in an analytical model to describe the transfer of electrons under a potential
barrier with ISO interaction. We assume electrons are injected from a localized donor state and received at an
acceptor site. The electrons interact with a potential barrier of height V0 and width a, in which the ISO interaction
is active, as shown in figure 3.274. This model considers an incident state of momentum px and energy E consistent
with the donor ground state (i~∂x = px), where x found along the tangent of the helix. Then, the Hamiltonian for the
scattering problem will be:

H =


(

p2
x

2m + Vo

)
1 + ασy px ; 0 6 x 6 a

donor/accept. states ; outside.
(3.7)

This Hamiltonian acts on spinors ψ with the form:

ψ(x) =

 ψ↑(x)
ψ↓(x),

 (3.8)
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Figure 3.2: Scattering potential barrier model with SO interaction, where E is the energy of the incident electron
and V0 is the barrier potential. The labels corresponding to the amplitudes of the wave functions of incidence (A),
reflected (B) and transmitted (F) are shown. The ISO interaction is just active on the barrier.

where the arrows indicate the up, down spin-components. Then, in the general solution, the spinor for the incident
beam is:

ψin(x) =

 A↑
A↓

 eikx, (3.9)

and the scattered beam is given by the spinor:

ψout(x) =

 F↑
F↓

 eikx. (3.10)

Next, expressions for the wave vectors are derived, solving the eigenvalues problem for each of the regions.
Considering an incident electron with energy E and wave vector k, the general solutions are:

ψI =

 A↑
A↓

 eik1 x +

 B↑
B↓

 e−ik1 x; x 6 0 , (3.11)

ψIII =

 F↑
F↓

 eikx ; x > a , (3.12)

where A, B and F are the amplitudes of the wave function, incident, reflected and transmitted, respectively. For the
region of the barrier, the solution when E > V0 is:

ψII =

 C↑eiq↑x

C↓eiq↓x

 +

 D↑e−iq↑x

D↓e−iq↓x

 ; 0 6 x 6 a , (3.13)

and, for E < V0:
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ψII =

 C↑eq↑x

C↓eq↓x

 +

 D↑e−q↑x

D↓e−q↓x

 ; 0 6 x 6 a , (3.14)

where C and D are the amplitudes inside barrier region.
For Region I, using the corresponding Hamiltonian in Eq.3.7 and the particular solution in Eq.3.11. p2

x
2m 0

0 p2
x

2m


 A↑

A↓

 eik1 x +

 B↑
B↓

 e−ik1 x

 = E

 A↑
A↓

 eik1 x +

 B↑
B↓

 e−ik1 x

 , (3.15)

a system of two differential equations is obtained:

−
~2

2m

(
A↑∂2

xeik1 x + B↑∂2
xe−ik1 x

)
= E

(
A↑eik1 x + B↑e−ik1 x

)
, (3.16)

−
~2

2m

(
A↓∂2

xeik1 x + B↓∂2
xe−ik1 x

)
= E

(
A↓eik1 x + B↓e−ik1 x

)
. (3.17)

For the spin up, the Eq.3.16 was employed:

−
~2

2m

[
A↑(−k2)eik1 x + B↑(−k2)e−ik1 x

]
= E

(
A↑eik1 x + B↑e−ik1 x

)
, (3.18)

~2k2

2m

(
A↑eik1 x + B↑e−ik1 x

)
= E

(
A↑eik1 x + B↑e−ik1 x

)
. (3.19)

So, then:

k1 =

√
2mE
~2 , (3.20)

and the process for the spin down is the same and, so, the same result.
For Region III, taking into consideration the Hamiltonian of Eq. 3.7 and the particular solution for this region in

Eq. 3.12:  p2
x

2m 0

0 p2
x

2m


 F↑

F↓

 eikx

 = E

 F↑
F↓

 eikx

 . (3.21)

Solving the above system, two differential equations are getting:

−
~2

2m

(
F↑∂2

xeik1 x
)

= E
(
F↑eik1 x

)
, (3.22)

−
~2

2m

(
F↓∂2

xeik1 x
)

= E
(
F↓eik1 x

)
. (3.23)

For the spin up, the Eq.3.22 was employed:

−
~2

2m

[
F↑(−k2)eik1 x

]
= E

(
F↑eik1 x

)
, (3.24)
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~2k2

2m

(
F↑eik1 x

)
= E

(
F↑eik1 x

)
(3.25)

So, then:
~2k2

2m
= E (3.26)

k3 =

√
2mE
~2 . (3.27)

The process for the spin down is the same and, so, the same result.
We will obtain the wave vector qs for the region II, in which we have a dependence on the orientation of the spin.

Energies Above Barrier E > V0

Using the corresponding Hamiltonian to within the region of the potential barrier in the Eq.3.7 and the particular
solution of Eq. 3.13: p2

x
2m + Vo −iαpx

iαpx
p2

x
2m + Vo


 C↑eiq↑x

C↓eiq↓x

 +

 D↑e−iq↑x

D↓e−iq↓x

 = E

 C↑eiq↑x

C↓eiq↓x

 +

 D↑e−iq↑x

D↓e−iq↓x

 . (3.28)

Solving the above system, a system of two differential equations is obtained:(
−
~2

2m
∂2

x + Vo

) (
C↑eiq↑x + D↑e−iq↑x

)
− α~∂x

(
C↓eiq↓x + D↓e−iq↓x

)
= E

(
C↑eiq↑x + D↑e−iq↑x

)
, (3.29)

(
−
~2

2m
∂2

x + Vo

) (
C↓eiq↓x + D↓e−iq↓x

)
+ α~∂x

(
C↑eiq↑x + D↑e−iq↑x

)
= E

(
C↓eiq↓x + D↓e−iq↓x

)
. (3.30)

Then, the equations 3.29 and 3.30 will be:(
~2q2

2m
+ Vo − E

) (
C↑eiqx + D↑e−iqx

)
− iα~q

(
C↓eiqx − D↓e−iqx

)
= 0, (3.31)

iα~q
(
C↑eiqx − D↑e−iqx

)
+

(
~2q2

2m
+ Vo − E

) (
C↓eiqx + D↓e−iqx

)
= 0. (3.32)

In order to solve this system of equations to find the wave vector q, we can reduce it using only one amplitude
for both spin states, so a new system of equations is obtained as follows:(

~2q2

2m
+ Vo − E

)
C↑ − iα~qC↓ = 0, (3.33)

iα~qC↑ +

(
~2q2

2m
+ Vo − E

)
C↓ = 0. (3.34)
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This is equivalent to the following matrix system: ~2q2

2m + Vo − E −iα~q

iα~q ~2q2

2m + Vo − E

  C↑
C↓

 =

 0
0

 , (3.35)

and the solution can be obtained by matching the matrix determinant to 0,∣∣∣∣∣∣∣
~2q2

2m + Vo − E −iα~q

iα~q ~2q2

2m + Vo − E

∣∣∣∣∣∣∣ = 0, (3.36)

such that, [
~2

2m

(
q2 + q2

0

)
− E

]2

− (α~q)2 = 0, (3.37)

Where q2
0 =

2mV0
~2 . Then,

E± =
~2

2m

(
q2 + q2

0

)
∓ α~q =

~2k2

2m
, (3.38)

q2 ∓
2mα
~

q + q2
0 − k2 = 0. (3.39)

Finally, the wave vector is:

qs = ±

√
k2 − q2

0 +

(mα
~

)2
+ s

(mα
~

)
, (3.40)

where s is the label associated with the spin up(down) such that s = +(-). In the previous expression we can clearly
see the dependence of the wave vector q with the spin s, the potential of the barrier V0 and with the magnitude of the
ISO interaction, α. It is important to note that, when the incident energy is greater than the potential of the barrier,
the wave vector in this region is always real and the amplitudes will oscillate due to the standing wave patterns
between the edges of the barrier and the spin precession due to Intrinsic Spin-Orbit (ISO) coupling.

Energies below the barrier E < Vo

Using the corresponding Hamiltonian to within the region of the potential barrier in the Eq.3.7 and the particular
solution of Eq. 3.14: p2

x
2m + Vo −iαpx

iαpx
p2

x
2m + Vo


 C↑eq↑x

C↓eq↓x

 +

 D↑e−q↑x

D↓e−q↓x

 = E

 C↑eq↑x

C↓eq↓x

 +

 D↑e−q↑x

D↓e−q↓x

 . (3.41)

Solving the above system, a system of two differential equations is obtained:(
−
~2

2m
∂2

x + Vo

) (
C↑eq↑x + D↑e−q↑x) − α~∂x

(
C↓eq↓x + D↓e−q↓x) = E

(
C↑eq↑x + D↑e−q↑x) , (3.42)

(
−
~2

2m
∂2

x + Vo

) (
C↓eq↓x + D↓e−q↓x) + α~∂x

(
C↑eq↑x + D↑e−q↑x) = E

(
C↓eq↓x + D↓e−q↓x) . (3.43)
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Then, the equations 3.42 and 3.43 will be:(
−
~2q2

2m
+ Vo − E

) (
C↑eqx + D↑e−qx) − α~q (

C↓eqx + D↓e−qx) = 0, (3.44)

α~q
(
C↑eqx + D↑e−qx) +

(
−
~2q2

2m
+ Vo − E

) (
C↓eqx + D↓e−qx) = 0. (3.45)

As was done in the previous case (E > V0), in order to result this system of equations to find the wave vector q, we
focus on an amplitude for both spin states. So, a new system of equation was obtained.(

−
~2q2

2m
+ Vo − E

)
C↑ − α~qC↓ = 0, (3.46)

α~qC↑ +

(
−
~2q2

2m
+ Vo − E

)
C↓ = 0. (3.47)

This is equivalent to the following matrix system: − ~2q2

2m + Vo − E −α~q

α~q −
~2q2

2m + Vo − E

  C↑
C↓

 =

 0
0

 , (3.48)

and the solution can be obtained by ∣∣∣∣∣∣∣ −
~2q2

2m + Vo − E −α~q

α~q −
~2q2

2m + Vo − E

∣∣∣∣∣∣∣ = 0, (3.49)

or [
~2

2m

(
q2

0 − q2
)
− E

]2

+ (α~q)2 = 0, (3.50)

where q2
0 =

2mV0
~2 . Then,

E± =
~2

2m

(
q2

0 − q2
)
± iα~q =

~2k2

2m
, (3.51)

q2 ∓ i
2mα
~

q + k2 − q2
0 = 0. (3.52)

Finally, the wave vector is:

qs = ±

√
q2

0 − k2 −

(mα
~

)2
+ is

(mα
~

)
, (3.53)

where s is the label associated with the spin up(down) such that s = +(-). This case is the most interesting in this work,
since having the incident energy below the barrier the tunneling process occurs. Transmission below the barrier
presents three physical scenarios, which depend on the interaction between three energies: the incident energy of the
electron E, the height of the barrier V0 and the energy corresponding to the ISO coupling. For this, we analyze the
above equation (3.53) of the wave vector qs inside the barrier:
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• α = 0, qs =

√
|q2

0 − k2|, there is no spin activity for this case, therefore a simple decay in the wave function is
expected.

• |q2
0 − k2| > (mα/~)2, and if α , 0, then the wavevector qs will be a complex number. So, we have an

underdamped decay of the barrier wavefunction.

• |q2
0 − k2| < (mα/~)2, later the wavevector qs is purely imaginary number. Hence, the wave function into the

barrier region is a plane wave.

Eigenfunctions Coefficients

In order to observe the wave behavior of the electrons in the three regions, it is necessary to find the amplitudes of
the wave functions. For this, the edge conditions are applied, in which the following equations are obtained:

• For ψI(x = 0) = ψII(x = 0),
As + Bs = Cs + Ds, (3.54)

• For ∂xψI(x = 0) = ∂xψII(x = 0),
k
qs

(As − Bs) = Cs − Ds, (3.55)

• For ψII(x = a) = ψIII(x = a),
Cseiqsa + Dse−iqsa = Fseika, (3.56)

• For ∂xψII(x = a) = ∂xψIII(x = a),
Cseiqsa − Dse−iqsa) =

k
qs

Fseika. (3.57)

The coefficients of the wave functions can be derived in terms of the amplitude of the incident wave As, solving the
system of equations.

The figure 3.3 shows how, when the electrons collide with the barrier, one spin component is almost purely
exponential while the other oscillates below the barrier, for some values of the scattering parameters. This results in
spin polarization through this ISO coupling tunneling process. The values used are those shown in the table 3.2.

Parameter Value
a 5 nm
k 0.44 nm−1

q0 0.446 nm−1

mα2/2 80 meV

Table 3.2: Parameters of the spin components probability ψ2.
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Figure 3.3: Spin components probability with energy values near to the barrier potential. A favorable behavior
towards a spin component is observed within the barrier, causing a spin polarization.

3.2 Spin Polarization
The potential barrier model is introduced, in which the electrons are injected from a donor site to a acceptor site
passing through the barrier with a lower energy than the potential of the barrier. The polarization effect suffered by
the spins of the electrons at different incidence energies is observed and analyzed.

Some studies, in which tunneling has been reported using DNA as a bridge in donor-bridge-acceptor (D-B-A)
systems, report barriers of width 10−40 Å75. Additionally, the voltage difference in the DNA is also reported, that is,
the height of the barrier, with values between 0.5− 2 eV76,77. Therefore, the value of q0 = 7.24 nm−1 corresponding
to an energy of the potential barrier of V = 2 eV, is estimated for various values of k.

Figure 3.4 shows a polarization diagram in which k = 7 nm−1, corresponding to an incidence energy of E = 1.87
eV, that is, with an energy very close to the height of the barrier. This energy allows to obtain a high polarization of
approximately 60% is achieved. Polarization increases as SO interaction do it, as expected. Furthermore, there is an
important relationship between the polarization and the width of the barrier, since higher polarization is observed
when the width of the barrier increases, from 1 nm to 3 nm polarization values are high.

Then, a value of k = 5 nm−1 was used, this value corresponds to an incidence energy E = 1 eV, that is, that
the wave would be half the height of the potential barrier. The scheme for these values are shown in figure 3.5. In
this regime it is observed that the polarization decreases, now a polarization of 50% is obtained, in addition, in a
similar way to the previous case, there is a greater polarization when the width of the barrier increases. However, it
is observed that now the range, with respect to the width of the barrier, for a higher polarization decreases, now it is
observed that it goes from 0.3 nm, unlike the previous one that was from 1 nm.

Figure 3.6 depicted the polarization when the value of the incident energy of the wave is well below the height
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Figure 3.4: Spin asymmetry Pz as a function of a in nm and the velocity of the SO interaction in m/s. The values for
the incident wave function k = 7 nm−1 and the barrier height q0 = 7.24 nm−1 are fixed.

of the barrier, that is, when the regime is deep within the barrier, with k = 3.6 nm−1 and k = 1 nm−1, corresponding
to incident energy E = 0.5 eV and E = 0.03 eV respectively. As the incident energy goes below the barrier the
magnitude of the polarization decreases as the maximum is now approximately 30%. Furthermore, the range with
respect to the width of the barrier decreases, when k = 3.6 nm−1 a greater polarization is observed between 0.04 nm
- 0.2 nm, while for k = 1 nm−1, the deepest, the high polarization is observed between 0.02 nm - 0.07 nm.

The polarization images of the different regimes of the barrier demonstrate that a high polarization can be
achieved, of a magnitude of up to 60%, but the polarization decreases when the incidence energy approaches the
bottom of the barrier, that is to say when k is smaller. The closer the wave is to the height of the barrier the magnitude
of polarization will be higher, this could be because one spin component sees the barrier higher than the other and
produces the tunneling effect.

Thanks to these observations, the width parameter of the barrier can be manipulated by stretching the DNA
molecule to achieve the one necessary to obtain a high magnitude of polarization. Something interesting is observed
in the graphs, as k becomes smaller, there is a range in which a high polarization with respect to the width of the
barrier is observed, however, for a greater than a certain value, the polarization decreases exponentially. This affirms
the results obtained in ref78 about mechanical deformations in DNA. When the molecule undergoes a stretching
deformation, the SO interaction increases exponentially, but it has a maximum, in which, from that point, the SO
coupling decreases until it is equal to zero. This phenomenon occurs because at this point the pitch is very large
compared to the radius of the helix so the SO interaction is weakened since the overlaps depend on the inverse of the
separation of the DNA bases. Therefore, the molecule can be stretched to obtain a large magnitude of polarization,
but only up to a point, since after the maximum, the polarization decreases, as observed in our graphs.



36 3.3. CHARGE CURRENT.

Figure 3.5: Spin asymmetry Pz as a function of a in nm and the velocity of the SO interaction in m/s. The values for
the incident wave function k = 5 nm−1 and the barrier height q0 = 7.24 nm1 are fixed.

3.3 Charge Current.
The charge current can be calculated with its respective formula,

JQ = ψ†v̂xψ, (3.58)

where v̂x is different for the regions, due to is equal v̂x = ∂H/∂px. So, the velocity in regions 1 and 3 will be:

v̂x,I = v̂x,III =

 px/m 0
0 px/m

 , (3.59)

and in region 2:

v̂x,II =

 px/m −iα
iα px/m

 , (3.60)

3.3.1 Region I

Now, using:

ψI =

 A↑
A↓

 eik1 x +

 B↑
B↓

 e−ik1 x; x 6 0 , (3.61)

First, we calculate v̂xψ1:

v̂xψI =

 px/m 0
0 px/m

  A↑eik1 x + B↑e−ik1 x

A↓eik1 x + B↓e−ik1 x

 , (3.62)
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Figure 3.6: Spin asymmetry Pz as a function of a in nm and the velocity of the SO interaction in m/s with the barrier
height q0 = 7.24 nm−1. a) The values for the incident wave function k = 2 nm−1. b)The values for the incident wave
function k = 1 nm−1.

Hence, we can calculate the charge current:

JI
Q = ψ†I v̂xψ1 =

(
A∗
↑
e−ik1 x + B∗

↑
eik1 x, A∗

↓
e−ik1 x + B∗

↓
eik1 x

)
∗

 ~k1
m (A↑eik1 x − B↑e−ik1 x)
~k1
m (A↓eik1 x − B↓e−ik1 x)

 , (3.63)

or

JI
Q =
~k1

m
(
|A↑|2 + |A↓|2 − |B↑|2 − |B↓|2 − A∗↑B↑e

−2ik1 x − A∗↓B↓e
−2ik1 x + A↑B∗↑e

2ik1 x + A↓B∗↓e
2ik1 x), (3.64)

Finally, using complex function properties:

JI
Q =
~k1

m
(
|A↑|2 + |A↓|2 − |B↑|2 − |B↓|2 − 2i Im(A∗↑B↑e

−2ik1 x) − 2i Im(A∗↓B↓e
−2ik1 x)

)
. (3.65)

3.3.2 Region II

Using the corresponding v̂x for this region in the Eq.3.60 the charging current was calculated for both cases, E > V0

and E < V0

Above barrier energies E > V0

ψII =

 C↑
C↓

 eiqs x +

 D↑
D↓

 e−iqs x . (3.66)

In the same way as in region 1, v̂xψII was calculated first:

v̂xψII =

 px/m −iα
iα px/m

  C↑eiq↑x + D↑e−iq↑x

C↓eiq↓x + D↓e−iq↓x

 , (3.67)
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then, we obtained the following expression:

v̂xψII =

 − i~
m

(
iq↑C↑eiq↑x − iq↑D↑e−iq↑x

)
− iα

(
C↓eiq↓x + D↓e−iq↓x

)
iα

(
C↑eiq↑x + D↑e−iq↑x

)
− i~

m

(
iq↓C↓eiq↓x − iq↓D↓e−iq↓x

)  , (3.68)

Next, the charging current is:

JII
Q =
~q↑
m

(
|C↑|2e−i(q∗

↑
−q↑)x

− |D↑|2ei(q∗
↑
−q↑)x + C↑D∗↑e

i(q∗
↑
+q↑)x

−C∗↑D↑e
−i(q∗

↑
+q↑)x

)
− iα

(
C∗↑C↓e

−i(q∗
↑
−q↓)x + D∗↑D↓e

i(q∗
↑
−q↓)x + C∗↑D↓e

−i(q∗
↑
+q↓)x + C↓D∗↓e

i(q∗
↑
+q↓)x

)
+
~q↓
m

(
|C↓|2e−i(q∗

↓
−q↓)x

− |D↓|2ei(q∗
↓
−q↓)x

−C∗↓D↓e
−i(q∗

↓
+q↓)x + C↓D∗↓e

i(q∗
↓
+q↓)x

)
+ iα

(
C↑C∗↓e

−i(q∗
↓
−q↑)x + D↑D∗↓e

i(q∗
↓
−q↑)x + C∗↓D↑e

−i(q∗
↓
+q↑)x + C↑D∗↓e

i(q∗
↓
+q↑)x

)
,

(3.69)

or:

JII
Q =
~q↑
m

(
|C↑|2e−2 Im(q↑)x − |D↑|2e2 Im(q↑)x

)
+
~q↓
m

(
|C↓|2e−2 Im(q↓)x − |D↓|2e2 Im(q↓)x

)
+
~q↑
m

2i Im(C↑D∗↑e
2i Re(q↑)x) +

~q↓
m

2i Im(C↓D∗↓e
2i Re(q↓)x) + iα

(
2i Im(C↑C∗↓e

−i(q∗
↓
−q↑)x) + 2i Im(D↑D∗↓e

−i(q∗
↓
−q↑)x)

+ 2i Im(C∗↓D↑e
−i(q∗

↓
+q↑)x) + 2i Im(C∗↑D↓e

i(q∗
↓
+q↑)x).

(3.70)

Energies below the barrier E < V0

For this case was necessary to use the Eq. 3.60 the corresponding wave equation 3.14 and its conjugate:

ψ†II =
(

C∗
↑
e−q∗

↑
x + D∗

↑
eq∗
↑
x, C∗

↓
e−q∗

↑
x + D∗

↓
eq∗
↑
x

)
. (3.71)

First, v̂xψII was calculated.

v̂xψII =

 px/m −iα
iα px/m

  C↑eq↑x + D↑e−q↑x

C↓eq↓x + D↓e−q↓x


=

 − i~q↑
m

(
C↑eq↑x − D↑e−q↑x

)
− iα

(
C↓eq↓x + D↓e−q↓x

)
iα

(
C↑eq↑x + D↑e−q↑x

)
−

i~q↓
m

(
C↓eq↓x − D↓e−q↓x

) 
(3.72)

Then, the expression for charging current is

JII
Q = ψ†II v̂xψ1 =

(
C∗
↑
e−q∗

↑
x + D∗

↑
eq∗
↑
x, C∗

↓
e−q∗

↑
x + D∗

↓
eq∗
↑
x

)
∗

 − i~q↑
m

(
C↑eq↑x − D↑e−q↑x

)
− iα

(
C↓eq↓x + D↓e−q↓x

)
iα

(
C↑eq↑x + D↑e−q↑x

)
−

i~q↓
m

(
C↓eq↓x − D↓e−q↓x

)  ,
(3.73)
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Finally, using some complex function properties.

JII
Q = −

i~q↑
m

(
|C↑|2e2i Im(q↑)x − |D↑|2e−2i Im(q↑)x + C↑D∗↑e

2 Re(q↑)x −C∗↑D↑e
−2 Re(q↑)x

)
− i
~q↓
m

(
|C↓|2e2i Im(q↓)x − |D↓|2e−2i Im(q↓)x + C↓D∗↓e

2 Re(q↓)x −C∗↓D↓e
−2 Re(q↓)x

)
− iα

(
C∗↑C↓e

−(q∗
↑
−q↓)x + D∗↑D↓e

(q∗
↑
−q↓)x + C∗↑D↓e

−(q∗
↑
+q↓)x + C↓D∗↓e

(q∗
↑
+q↓)x

)
+ iα

(
C↑C∗↓e

−(q∗
↓
−q↑)x + D↑D∗↓e

(q∗
↓
−q↑)x + C∗↓D↑e

−(q∗
↓
+q↑)x + C↑D∗↓e

(q∗
↓
+q↑)x

)
.

(3.74)

3.3.3 Region III

Taking the respective values for this region.

ψIII =

 F↑
F↓

 eik3 x , (3.75)

ψIII =

 F↑eik3 x

F↓eik3 x

 , (3.76)

and,
ψ†III =

(
F∗
↑
e−ik3 x, F∗

↓
e−ik3 x

)
. (3.77)

Accordance with wave functions for region 3, the result of the charging current in this region is equal to that of
region 1, but changing A = F, B = 0 and k1 = k3. So, the final result of charging current is as follows.

JIII
Q =

~k3

m
=

(
|F↑|2 + |F↓|2

)
(3.78)

3.4 Spin Current
It is possible to calculate the spin current for the region II, that is, the region into the barrier, with the equation:

Js = Reψ†II(r)
[

1
i~

(
r̂
[
Ŝ z,H

]
+ [r̂,H] Ŝ z

)]
ψII(r) (3.79)

First, using the term [Ŝ z,H] which was previously calculated, the term r̂[Ŝ z,H] was calculated, where r̂ = x in this
case [

Ŝ z,H
]

=

 0 −i~αpx

−i~αpx 0

 , (3.80)

and,

r̂
[
Ŝ z,H

]
=

 0 −ix~αpx

−ix~αpx 0

 . (3.81)
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Next the term [r̂,H] was calculated, then [r̂,H]Ŝ z, and

[
Ŝ z,H

]
= r̂H − Hr̂ =

 x
(

p2
x

2m + V0

)
−ixαpx

ixαpx x
(

p2
x

2m + V0

)  −


(
p2

x
2m + V0

)
x −iαpxx

ixαpxx
(

p2
x

2m + V0

)  (3.82)

[
Ŝ z,H

]
Ŝ z =

~

2

 x p2
x

2m α(ixpx + ~)

α(ixpx − ~) −x p2
x

2m

 (3.83)

Finally,

r̂
[
Ŝ z,H

]
+ [r̂,H] Ŝ z =

~

2

 x p2
x

2m −α(ixpx − ~)

−α(ixpx + ~) −x p2
x

2m

 , (3.84)

then,
1
i~

(
r̂
[
Ŝ z,H

]
+ [r̂,H] Ŝ z

)
=

1
2i

 x p2
x

2m −α(ixpx − ~)

−α(ixpx + ~) −x p2
x

2m

 (3.85)

3.4.1 Above barrier energies E > V0

In this section, we consider the wave function for the E > V0. Now,[
1
i~

(
r̂
[
Ŝ z,H

]
+ [r̂,H] Ŝ z

)]
ψII(r) =

1
2i

 x p2
x

2m −α(ixpx − ~)

−α(ixpx + ~) −x p2
x

2m


 C↑eiq↑x + D↑e−iq↑x

C↓eiq↓x + D↓e−iq↓x

 (3.86)

=
1
2i

 x
q2
↑
~2

2m

(
C↑eiq↑x + D↑e−iq↑x

)
− iα~xq↓

(
C↓eiq↓x − D↓e−iq↓x

)
+ α~

(
C↓eiq↓x + D↓e−iq↓x

)
−x

q2
↓
~2

2m

(
C↓eiq↓x + D↓e−iq↓x

)
− iα~xq↑

(
C↑eiq↑x − D↑e−iq↑x

)
− α~

(
C↑eiq↑x + D↑e−iq↑x

)
 (3.87)

Finally, by applying complex function identities, the final expression is obtained.

Js =
1
2i

[ x
q2
↑
~2

2m

(
|C↑|2e−2Im(q↑)x + |D↑|2e2Im(q↑)x + 2 Re

(
C↑D∗↑e

2i Re(q↑)x
))

− x
q2
↓
~2

2m

(
|C↓|2e−2 Im(q↓)x + |D↓|2e2 Im(q↓)x + 2 Re

(
C↓D∗↓e

2i Re(q↓)x
))

+ α~
(
2i Im

(
C∗↑C↓e

i(q↓−q∗
↑
)x
)

+ 2i Im
(
D∗↑D↓e

−i(q↓−q∗
↑
)x
)

+ 2i Im
(
C∗↑D↓e

−i(q↓−q∗
↑
)x
)

+ 2i Im
(
C↓D∗↑e

i(q↓−q∗
↑
)x
))

− ixα~q↑
(
C↑C∗↓e

i(q↑−q∗
↓
)x
− D↑D∗↓e

−i(q↑−q∗
↓
)x
−C∗↓D↑e

−i(q↑+q∗
↓
)x + C↑D∗↓e

i(q↑+q∗
↓
)x
)

− ixα~q↓
(
C∗↑C↓e

i(q↓−q∗
↑
)x
− D∗↑D↓e

−i(q↓−q∗
↑
)x
−C∗↑D↓e

−i(q↓+q∗
↑
)x + C↓D∗↑e

i(q↓+q∗
↑
)x
)

(3.88)
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3.4.2 Energies below the barrier E < V0

For the energy E < V0, the expression will be:

Js = ψ†II

[
1
i~

(
r̂
[
Ŝ z,H

]
+ [r̂,H] Ŝ z

)]
ψii

=

 C↑eq↑x + D↑e−q↑x

C↓eq↓x + D↓e−q↓x


 1
2i

 x p2
x

2m −α(ixpx − ~)

−α(ixpx + ~) −x p2
x

2m


 ( C∗

↑
e−q∗

↑
x + D∗

↑
eq∗
↑
x, C∗

↓
e−q∗

↑
x + D∗

↓
eq∗
↑
x

) (3.89)

And, applying complex function identities, the final result was achieved.

Js =
1
2i

[ − x
q2
↑
~2

2m

(
|C↑|2e2iIm(q↑)x + |D↑|2e−2iIm(q↑)x + C∗↑D↑e

−2 Re(q↑)x + C↑D∗↑e
2 Re(q↑)x

)
+ x

q2
↓
~2

2m

(
|C↓|2e2i Im(q↓)x + |D↓|2e−2i Im(q↓)x + C∗↓D↓e

−2 Re(q↓)x + C↓D∗↓e
2 Re(q↓)x

)
− xα~q↑

(
C↑C∗↓e

(q↑−q∗
↓
)x
− D↑D∗↓e

−(q↑−q∗
↓
)x
−C∗↓D↑e

−(q↑+q∗
↓
)x + C↑D∗↓e

(q↑+q∗
↓
)x
)

− xα~q↓
(
C∗↑C↓e

(q↓−q∗
↑
)x
− D∗↑D↓e

−(q↓−q∗
↑
)x
−C∗↑D↓e

−(q↓+q∗
↑
)x + C↓D∗↑e

(q↓+q∗
↑
)x
)

+ α~
(
C∗↑C↓e

(q↓−q∗
↑
)x + D∗↑D↓e

−(q↓−q∗
↑
)x + C∗↑D↓e

−(q↓+q∗
↑
)x + C↓D∗↑e

(q↓+q∗
↑
)x
)

− α~
(
C↑C∗↓e

(q↑−q∗
↓
)x + D↑D∗↓e

−(q↑−q∗
↓
)x + C↑D∗↓e

(q↑+q∗
↓
)x + C∗↓D↑e

−(q↑+q∗
↓
)x
)
.

(3.90)

3.5 Torque Density
The expression for the torque density is written as:

τz = Re
{
ψ†(r)τ̂ψ(r),

}
(3.91)

where τ̂ is the torque operator, which can be written as:

τ̂ =
dŜ z

dt
=

(
1
i~

) [
Ŝ z,H

]
. (3.92)

This term is calculated for region II, that is, the region within the potential barrier, for both cases: when the
energy is above the potential and when the energy is below this potential.

First, the torque operator was calculated.

τ̂ =
1
i~

(
Ŝ zH − HŜ z

)
=

1
i~
~

2


 1 0

0 −1


 p2

x
2m + V0 −iαpx

iαpx
p2

x
2m + V0

 −
 p2

x
2m + V0 −iαpx

iαpx
p2

x
2m + V0


 1 0

0 −1




=
1
2i

 0 −2iαpx

−2iαpx 0


=

 0 −αpx

−αpx 0



(3.93)
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3.5.1 Above energies barrier E > V0

Using the Eq. 3.93 and the particular solution Eq.3.13.

τ̂ψII =

 0 −αpx

−αpx 0

  C↑eiq↑x + D↑e−iq↑x

C↓eiq↓x + D↓e−iq↓x

 =

 iα~∂x

(
C↓eiq↓x + D↓e−iq↓x

)
iα~∂x

(
C↑eiq↑x + D↑e−iq↑x

)  =

 −α~q↓
(
C↓eiq↓x + D↓e−iq↓x

)
−α~q↑

(
C↑eiq↑x + D↑e−iq↑x

)  .
(3.94)

So, the torque density is

τz =
(

C∗
↑
e−iq∗

↑
x + D∗

↑
eiq∗

↑
x, C∗

↓
e−iq∗

↑
x + D∗

↓
eiq∗

↑
x

)  −α~q↓
(
C↓eiq↓x + D↓e−iq↓x

)
−α~q↑

(
C↑eiq↑x + D↑e−iq↑x

)  . (3.95)

Finally, the torque density will be:

τz = [ − α~q↓
(
C∗↑C↓e

i(q↓−q∗
↑
)x
− D∗↑D↓e

−i(q↓−q∗
↑
)x + C↓D∗↑e

i(q↓+q∗
↑
)x
−C∗D↓e−i(q↓+q∗

↑
)x
)

− α~q↑
(
C↑C∗↓e

i(q↑−q∗
↓
)x
− D↑D∗↓e

−i(q↑−q∗
↓
)x + C↑D∗↓e

i(q↑+q∗
↓
)x
−C∗↓D↑e

−i(q↑+q∗
↓
)x
)
.

(3.96)

3.5.2 Energies below the barrier E < V0

In a similar way, the torque below the barrier is

τ̂ψII =

 0 −αpx

−αpx 0

  C↑eq↑x + D↑e−q↑x

C↓eq↓x + D↓e−q↓x

 =

 iα~∂x
(
C↓eq↓x + D↓e−q↓x

)
iα~∂x

(
C↑eq↑x + D↑e−q↑x

)  =

 iα~q↓
(
C↓eq↓x + D↓e−q↓x

)
iα~q↑

(
C↑eq↑x + D↑e−q↑x

) 
(3.97)

Finally, the torque density will be:

τz = [ iα~q↓
(
C∗↑C↓e

(q↓−q∗
↑
)x
− D∗↑D↓e

−(q↓−q∗
↑
)x + C↓D∗↑e

(q↓+q∗
↑
)x
−C∗D↓e−(q↓+q∗

↑
)x
)

+ iα~q↑
(
C↑C∗↓e

(q↑−q∗
↓
)x
− D↑D∗↓e

−(q↑−q∗
↓
)x + C↑D∗↓e

(q↑+q∗
↓
)x
−C∗↓D↑e

−(q↑+q∗
↓
)x
) (3.98)

Figures representing torque density are shown. Using equation 3.91, graphs of torque density behavior were
obtained for each spin of this model with respect to the speed of the spin-orbit interaction. The values chosen were
the same as those used for the previous section. Figure 3.7 has an incident energy value very close to the value of the
height of the potential barrier and it can be seen that, first, there is a regime in which, regardless of the ISO value,
there is no torque for Neither spin, approximately α = 0.01x106 m/s. However, from this value, there is a torque
difference for both spins and the one with the highest value is significant. The spin down suffers a greater torque
force than the spin up, so thanks to this effect the spin polarization is given for the chosen values of this graph.

Figure 3.8 shows a graph of the torque when the value of the incident energy, k = 5.12 nm−1, is half the value
of the height of the potential barrier, q0 = 7.24 nm−1. For these values, a torque difference is also observed for the
up and down spins, but the torque value is smaller compared to figure 3.7. With this, it can be corroborated what
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Figure 3.7: Torque Density τ in the region II for spin up and down in N.m as a function of the SO interaction in m/s
with the incident wave function k = 7 nm−1and the barrier height q0 = 7.24 nm−1

is exposed in the previous section, that as the value of the incident energy is moving away from the height of the
barrier, the torque force decreases and therefore the spin polarization as well.

Lastly, a graph of the torque is obtained when the value of the incident energy is well below the value of the
height of the barrier, k = 1 nm−1. As expected, the torque force value is very small. Figure 3.9 shows that the
torque force produced for these values is in a very low order, so it is practically 0. This shows that when the incident
energy of the electron is very low, there is an almost negligible torque force , and therefore there is no significant
spin polarization.

According to these obtained graphs, there is a torque force, which is rotted by the spin orbit interaction in the
tunneling process. This force causes a spin selectivity, that is, after tunneling there will be a spin that predominates
more in the electrons, and therefore a spin polarization is observed, as shown by the polarization graphs presented
above. However, it is noted that the torque is relatively large the closer the incident energy of the electron is to the
height of the barrier. As the energy is reduced, the torque will also decrease, followed by the polarization, to the
extent that neither the torque force nor the spin selectivity occurs at the bottom of the barrier.

3.6 S wave Hamiltonian for Oligoacenes: Decimation approach
Peculiar quantum effects manifested in transport properties in molecular systems serve as a basis for interesting
quantum device applications. As mentioned in the previous section, chiral molecules with SO coupling in the meV
range exhibit spin filtering properties in the absence of time reversal symmetry breaking (Zeeman effects, phase
breaking mechanisms). Simple molecules like Oligoacenes79, built from concatenating benzene rings is another
example of how quantummechanics can be unintuitive. The conductance as a function of the sequence of increasingly
longer molecules in the sequence exhibit first and increase in conductance that then saturates to a relatively constant
value independent of length. These results are in contradiction to the expected tunneling to hopping mechanisms
expected77. This latter behavior is also expected from the polaron picture generally valid in one dimensional systems.
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Figure 3.8: Torque Density τ in the region II for spin up and down in N.m as a function of the SO interaction in m/s
with the incident wave function k = 5.12 nm−1and the barrier height q0 = 7.24 nm−1

To study such quantum effects we propose to approach the problem through analytical minimal models that
allow to understand the basic underpinnings of the quantum behavior. What we consider in the following, is such a
minimal model, that can be generalized to further detail of the orbitals involved and derive a well defined mechanism
that might be involved contradicting the general expectation. It is beyond the scope of our objectives to realize the
full scope of this particular project and we will limit the results described here to deriving the minimal Hamiltonians
using the decimation technique described in the previous chapter.

We consider the sites of the carbon atoms found in the molecules, which are represented by the circles in figures
3.10 and 3.11. Decimation, the process by which we ’eliminate’ sites by introducing their effect on site energies and
overlaps, is first performed on a benzene molecule, that is, with a ring. We go from the full Hamiltonian of 6 sites,
to a two-site Hamiltonian, as shown in figure 3.10. This process can be understood as an exact renormalization of
the 6 site system.

The procedure can be continued to two rings i.e a naphtalene, can be modeled. For this system, we can decimate
it to three sites, the first and last with four sites and the middle one with two sites connected by a link. Then, the
decimation method is carried out and a two-site system is obtained. The same procedure can be carried out with
N = 3, 4, 5, 6, where N is the number of rings. First, the complete Hamiltonian was reduced by layers in the same
way as before, and finally they were decimated to two places as shown in figure 3.11.

According to the decimation made in the oligoacenes, we observe there is a sequence to follow, both in the full
Hamiltonian and in the matrices, when carrying out the decimation procedure starting from Naphthalene, that is,
with N ≥ 2. For benzene (N = 1), taking into account the interaction between the two paths between the initial and
final sites, the full Hamiltonian will be:
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Figure 3.9: Torque Density τ in the region II for spin up and down in N.m as a function of the SO interaction in m/s
with the incident wave function k = 1 nm−1and the barrier height q0 = 7.24 nm−1

Figure 3.10: Scheme of the decimation method applied to a Benzene molecule.

Ĥ =

M∑
k=1

(
Ek |k〉 〈k|

)
+

2∑
k=1

(
Vk,k+1 |k〉 〈k + 1| + Vk+1,k |k + 1〉 〈k|

)
+

5∑
k=4

(
Vk,k+1 |k〉 〈k + 1| + Vk+1,k |k + 1〉 〈k|

)
+ V1,4 |1〉 〈4| + V4,1 |4〉 〈1| + V3,6 |3〉 〈6| + V6,3 |6〉 〈3|

(3.99)

where M is the number of the total sites in the system, i.e., for benzene M = 6. Therefore, the Hamiltonian for
benzene will be a 6 × 6-matrix. So, the Eq. 3.99 takes the matrix form:
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Figure 3.11: Scheme of the decimation method in Oligoacenes. a)Naphthalene, b)Anthracene, c)Tetracene,
d)Pentacene, e)Hexacene
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H =



E1 V1,2 0 V1,4 0 0
V2,1 E2 V2,3 0 0 0

0 V3,2 E3 0 0 V3,6

V4,1 0 0 E4 V4,5 0
0 0 0 V5,4 E5 V5,6

0 0 V6,3 0 V6,5 E6


(3.100)

It is important to note that the sites are listed in order of paths. For example, in the case of benzene there are
two paths, which have 3 sites, the first three sites of the Hamiltonian will be those of the first path and the following
three sites are those of the second path, starting from the top down (from 1 towards 3) as seen in figure 3.10. For this
reason, the terms of interaction between the sites 1 and 4, and between 3 and 6 enter the Hamiltonian. As mentioned
above, from N = 2 a Hamiltonian can be deduced that follows the same sequence as the number of rings increases.
The full Hamiltonian for oligoacenes was written with N = 2, 3, 4, 5 and 6. The naphthalene molecule (N = 2)
has a total of 10 sites and from this, it is observed that for each additional ring, the system increases in four sites.
Therefore, the matrix will also increase. For example, for the anthracene molecule, which has 3 rings (N = 3), it has
14 sites in total, therefore the Hamiltonian will be a 14x14-matrix.

Figure 3.12: Full Hamiltonian of Oligoacenes. a) Naphtalene, b) Anthracene and c) Tetracene

Figure 3.12 shows the full Hamiltonian for the three molecules: Naphthalene (N = 2), Anthracene (N = 3) and
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Tetracene (N = 4). We observed there is a pattern that repeats itself with respect to the interactions V between the
sites by the bonds which connect the rings of the molecule. Consequently, the full Hamiltonian for N ≥ 2 can be
written as shown in Eq. 3.101.

Ĥ =

M∑
k=1

(
Ek |k〉 〈k|

)
+

3∑
k=1

(
Vk,k+1 |k〉 〈k + 1| + Vk+1,k |k + 1〉 〈k|

)
+

M−1∑
k=M−3

(
Vk,k+1 |k〉 〈k + 1| + Vk+1,k |k + 1〉 〈k|

)
+

N−2∑
k=0

(
V5+4(k),6+4(k) |5 + 4(k)〉 〈6 + 4(k)| + V6+4(k),5+4(k) |6 + 4(k)〉 〈5 + 4(k)|

)
+

M−5∑
k=4

(
Vk,k+2 |k〉 〈k + 2| + Vk+2,k |k + 2〉 〈k|

)
+ V1,5 |1〉 〈5| + V5,1 |5〉 〈1| + VM−4,M |M − 4〉 〈M| + VM,M−4 |M〉 〈M − 4| .

(3.101)

As in the case of benzene, the order of the sites is according to the order of the paths and the order of their
corresponding sites in each of them. Furthermore, by observing how the number of sites increases as the length of
the molecule increases, an equation can be deduced to determine the total number of sites with respect to the number
of rings present, which is shown below:

M = 6 + 4(N − 1), (3.102)

Where M is the number of all sites in the system and N is the number of rings in the molecule. In order to make the
decimation, each "path" is taken as a matrix Ek, which becomes the self-energy of that path with the sites that make
it up and their respective interactions. This reduces the Hamiltonian dimension to a n × n-matrix that can be written
as shown in Eq. 3.103.

Ĥ =

n∑
k=1

(
Ek |k〉 〈k|

)
+

n−1∑
k=1

(
Vk,k+1 |k〉 〈k + 1| + Vk+1,k |k + 1〉 〈k|

)
, (3.103)

H =



E1 V1,2 0 . . . 0

V2,1 Ek Vk,k+1 0
...

0 Vk+1,k Ek+1
. . . 0

... 0
. . .

. . . Vn−1,n

0 . . . 0 Vn,n−1 En


. (3.104)

So, the Eq. 3.103 takes the matrix form shown in Eq. 3.104, where all its elements are matrices and n is the number
of layers considered in the system. The number of layers n to use in our Hamiltonian is determined from Eq. 3.105
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for N ≥ 2, and n = 2 for N = 1.
n = (N × 2) − 1. (3.105)

The matrix elements in the Hamiltonian can be determined by other equations that were derived from the results
obtained by the decimation of the oligoacenes while increasing the number of rings in them. Following the scheme
in figure 3.11 to determine each "layer" of the molecule, it is obtained that for (N ≥ 2) the first and last paths always
have 4 connected sites, while the intermediate layers have two sites. For N = 2, which has three paths (n = 3), there
is only one intermediate path, which represents the union of the two rings of the molecule, so there is a interaction
V between its sites due to the bond which connect them. From this, for each additional ring in the molecule, two
layers increase, both with two sites. In one of these layers there is no bond between its two sites, so V = 0 between
them. While in the other layer there is a bond connecting its two sites, so there is a coupling V . In order to write the
self-energy matrices for each path, an expression can be written, which is shown in Eq. 3.106, considering the above
described about the V interactions between its sites. Finally, the self-energies of each layer will be m × m-matrices,
where mk is the number of sites in path k.

The terms V are the matrices which represent the interactions between the layers of the system, for example, V1,2

represents the interaction between path 1 and path 2. These matrices are of size mk × mk, where the first mk is the
number of sites of the first layer k considered, while the second mk represents the number of sites in the second layer
k to consider. Therefore, the matrices V1,2 and V2,1 will be of size 4 × 2 and 2 × 4 respectively, while Vn−1,n and
Vn,n−1 will be matrices 2× 4 and 4× 2 respectively. Additionally, the V interactions between the intermediate layers
will be 2 × 2-matrices. Equations 3.107 and 3.108 show a general way to write these matrices.

Ek =

mk∑
k=1

(
Ek |k〉 〈k|

)
+

mk−1∑
k=1

(
Vk,k+1 |k〉 〈k + 1| + Vk+1,k |k + 1〉 〈k|

)
, (3.106)

Vk,k+1 = V1,1 |1〉 〈1| + Vmk ,mk+1 |mk〉 〈mk+1| , (3.107)

Vk+1,k = V1,1 |1〉 〈1| + Vmk+1,mk |mk+1〉 〈mk | . (3.108)

Equations 3.106-3.108 are also valid for the Hamiltonian to be decimated when N = 1.
Starting from the Hamiltonian of Eq. 3.103 and considering the expressions previously obtained for its matrix

elements, the decimation process was carried out to reduce the system to two sites. Therefore, a more simplified
Hamiltonian is obtained, which is now a 2×2-matrix, which can be written as Eq. 3.109 and the eigenvalue problem
in matrix form is as shown in Eq. 3.110, where n is the number of paths in the system. The matrix elements of
this new Hamiltonian, in which the decimation has already been performed, can be calculated with the expressions
described in equations 2.34-2.38. We checked the general decimation procedure described in section 2.8 is applicable
to oligoacenes with respect to the number of rings in the molecules.

Ĥ = Ẽ1 |1〉 〈1| + Ẽn |2〉 〈2| + Ṽ1,n |1〉 〈2| + Ṽn,1 |2〉 〈1| , (3.109)
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 Ẽ1 Ṽ1,n

Ṽn,1 Ẽn

  u1

un

 = ε1
 u1

un

 . (3.110)

For example, for a naphthalene molecule, i.e., with N = 2 and, therefore, n = 3, when performing the decimation
process, a problem of eigenvalues is obtained as shown below Ẽ1 Ṽ1,3

Ṽ3,1 Ẽ3

  u1

u3

 = ε1
 u1

u3

 , (3.111)

where, following the general equations of the decimation method

Ê1 = E1 + ∆+
1(2)

Ê3 = E3 + ∆−3
V̂1,3 = V1,2

1
ε1−E2

V2,3

V̂3,1 = V3,2
1

ε1−E2
V2,1,

(3.112)

and
∆+

1(2) = V1,2
1

ε1−E2
V2,1

∆−3 = V3,2
1

ε1−E2
V2,3.

(3.113)

It is possible, from this point to enrich the procedures described before to encompass more complicated orbital
relations, such as including σ and π structure and internal couplings (not only overlaps). A show of how fruitful this
exercise can be is the explanation of the spin activity in helicene80. Such projects are left for future work.



Chapter 4

Conclusions & Outlook

A theoretical analytical model was developed, which explains, as simply as possible, the spin selectivity that has
been experimentally observed in chiral molecules, in this case DNA. From the Hamiltonian derived above, in which
we only consider the kinetic energy terms and the ISO coupling, a tunneling process was established by means of
a potential barrier with active SOI interaction. The wave vector, when there is tunneling, is dependent on the spin
state and can be an imaginary or complex number. Therefore, there is a decay for one of the spin components,
while the other oscillates close to the top of the barrier, which is an expected behavior in a system in which spin
polarization occurs. Strong spin polarization (up to 60%) is shown in this model for DNA, which is related to the
magnitude of the SOI and the width of the barrier. However, the highest magnitude for polarization is observed
when the incident energy is close to the height of the barrier. As this energy decreases, polarization is still observed,
but at lower magnitudes, especially when it is close to the bottom of the barrier. Additionally, since the polarization
is dependent on the SOI and the width of the barrier, a modulation of the polarization is found when these two
parameters are varied. This leads us to conclude mechanical deformations can be made to the DNA molecule to
increase the magnitude of the ISO interaction and, therefore, the polarization of the system. However, there is a
limit in which the SOI coupling decreases by the difference between the radius and the pitch of the helix. Hence, we
recover qualitatively the experimental results for mechanical deformations in these systems, with SOI. It is expected
that new experimental investigations of mechanical deformations in DNA molecules can be carried out, following
our predictions to achieve a desired magnitude of spin polarization.

A model was established to describe and reduce oligoacene molecule systems Hamiltonian by means of the
decimation method, which is accounts for the structure of these molecules and can be used in future research to
analytically study their electronic properties, manifested through transport quantities such as conductance.

The CISS effect can have several applications in industry. The main application of this effect is oriented to
the manufacture of information storage devices. Chiral organic molecules, having spin selectivity, can be used for
the creation of spin transistors or spin valves. Currently, common transistors, being a semiconductor material, are
used in almost all memory devices, such as hard drives, in conjunction with magnetic materials. However, since
they are two independent materials, there is a transfer of information between them, which takes time, and a high
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energy expenditure by the transistor. This is why the CISS effect opens the possibility of producing devices using
chiral molecules instead of ferromagnets, which are complicated and difficult to handle. The advantage will be that
information can be read at a much higher resolution, that is, it will be possible to have more information per area
in the device, which is important when creating smaller devices in the technological field. As a final result, new
devices can be developed that can store more data in less space, faster and more efficient than conventional devices,
flexible, with lower energy consumption and using less expensive materials.

Based on the technology mentioned above, it is possible that the CISS effect could have applications in
biomedicine. Specifically, it could be used in the manufacture of biosensors, which, for the most part, are used for
the detection of different pathologies, such as viruses. Chiral molecules can be used as a transducer component in
biosensors, which would lead to the production of faster, more efficient biosensors, since being organic molecules
they are incompatible, and less expensive. Therefore, biosensors based on the CISS effect could be manufactured to
detect the virus that causes Covid-19 disease.

On the other hand, the CISS effect can allow the use of chiral molecules in the electrochemical process of
hydrogen production, artificially, with greater efficiency. There are studies in which it is shown that, when the
transfer of electrons is controlled in such a way that only one spin state is transferred, the efficiency improves
significantly. Therefore, the CISS effect opens a new way to produce hydrogen more efficiently.

Another fascinating and important application of the CISS effect is in the pharmaceutical industry. Many drugs
used for different ailments are made from chiral molecules, while one enantiomer produces relief, the other has
different effects that, on the contrary, could be harmful. This is why the separation of the two components of chiral
molecules is important in the process of making drugs, however, it is an expensive and different process for each type
of molecule. Through the interaction of chiral molecules with a magnetic substrate and with the help of a magnet it
is possible to separate the two types of molecules, allowing pharmacists to guarantee a drug with high purification
with an easy and economical process. This method can also be used for other chemicals, such as pesticides.
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