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Yo, Cruz Elias Guamán Guerra, con cédula de identidad 100208233-5, declaro que las
ideas, juicios, valoraciones, interpretaciones, consultas bibliográficas, definiciones y concep-
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Resumen

A través del tiempo, los terremotos son y serán un fenómeno natural de fatales conse-
cuencias para los seres humanos, debido a que estos causan cientos de miles de muertes,
destrucción de edificaciones y enormes pérdidas económicas. Por otro parte, la ciencia com-
putacional crece a pasos gigantes en el área de estudio llamada inteligencia artificial (AI),
esta ciencia permite realizar predicciones de eventos de series de tiempo mediante el uso de
técnicas como aprendizaje profundo, aprendizaje automático, clasificación, agrupación de
datos, etc. El objetivo principal de esta tesis es desarrollar procedimientos con herramien-
tas computacionales para predecir la magnitud de los terremotos con un grado de precisión
razonable, se conoce que predecir terremotos es una tarea dif́ıcil pero este estudio pretende
hacer y mejorar los resultados de investigaciones anteriores al combinar herramientas de AI.
Por otro lado, los datos utilizados en este trabajo para la predicción de sismos fueron pro-
porcionados por el Instituto Geof́ısico de la Escuela Politécnica del Ecuador (IGEPN); estos
datos comprenden información digital sobre los fenómenos śısmicos del Ecuador recopila-
dos durante el periodo comprendido entre el año 1901 y el año 2020. Para procesar estos
datos se utilizaron técnicas de aprendizaje automático basadas en Máquinas de soporte
de vectores (SVM) y análisis de componentes principales (PCA), estas técnicas permiten
reducir la dimensionalidad de los datos para posteriormente alimentar una red neuronal
artificial (ANN) que está diseñada con la técnica de autocodificador, el cual es capaz de
auto reproducir los datos de la capa de entrada en la capa de salida. Finalmente, Los resul-
tados de este trabajo muestran que podŕıa ser posible obtener una predicción razonable de
fenómenos naturales altamente peligrosos relacionados con los terremotos. Es de esperar
que los resultados obtenidos en este estudio sean utilizados en la construcción de medidas
preventivas para minimizar los terribles efectos de los simos de gran magnitud en Ecuador.

Palabras Clave: Terremotos, inteligencia artificial, Ecuador, red neuronal,
autocodificador.
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Abstract

Throughout time, Earthquakes have been an important issue to human beings because
this phenomenon has caused thousands of deaths, destroying buildings, and enormous
economic losses through history. On the other hand, computational science has a powerful
study area called artificial intelligence (AI) which allows to make predictions of time series
events, by using techniques such as deep learning, machine learning, classification and
clustering. The main goal of this thesis is to study and develop good computational
tools to predict earthquakes or their related events with a reasonable precision. It is well
known that earthquake prediction is a difficult task, this study improves previous results
by incorporating new tools like deep learning and artificial intelligence. The used data
was obtained from The Geophysical Institute in Quito, at the Escuela Politécnica Nacional
(IGEPN), and it comprises digital information about Ecuador earthquakes phenomena
compiled during several years. For data processing purposes, machine learning techniques
based on Support Vector Machine (SVM) and Principal Component Analysis (PCA) where
used. This allow to reduce the dimensionality of the data to be fed in an artificial neural
network (ANN) which comprises an autoencoder with data reconstructing capacities. The
found results show that it could be possible to obtain reasonable prediction for dangerous
earthquakes related events, thus contributing with an AI tool to the planning of preventive
measures that minimize earthquakes effects in Ecuador.

Keywords: Earthquakes, artificial intelligence, Ecuador, neural networks, au-
toencoder.
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Chapter 1

Introduction

1.1 Background
Earthquake is a word to refer to the movements of the earth crust. They are usually
measured on the Richter scale and earthquakes that exceed a magnitude of 6 degrees are
important because they cause great economic and human losses. Paradoxically, they have
a positive aspect that is to provide us with information about the interior of our planet
[6]. Currently, through technique known as seismological or seismic tomography [7] the
interior of our planet is known in great detail. However, The effects of an earthquake
result in ground shaking, fires, seismic waves and landslides, as well as the interruption of
vital services, panic and psychological shock. Damage depends on the time the earthquake
occurs, the magnitude, the distance from the epicenter, the geology of the area, the type
of construction of the various structures, population density and duration of the shaking.

The interaction between Tectonic Plates is the main cause of earthquakes. But, it is
not the only one. Any process that can achieve large concentrations of energy of surface
earth can generate earthquakes whose propagation will depend on how large the stress
concentration zone.

Earthquakes are generally a recurring and periodic phenomenon in some cases. The
accumulation of energy in the tectonic plates will have to be released by the occurrence of a
new earthquake. Seismic events generally occur periodically in certain geographic regions.
Then, the more time passes in a region where a strong earthquake has not occurred, the
greater the probability that one will occur there. Generally, in regions where there are re-
ports of earthquakes greater than 6 degrees they will reappear in the future. Ecuador has a
great history of earthquake phenomena with catastrophic consequences. The phenomenons
that occurred in 1979, 1987, and 2016 are some with major economic and human losses,
these years are used in this work such as points of reference in the training and the testing
phase in the implementation of an Autoencoder [8] [9] [10] .

Currently, the prediction of a process of nature is one of the goals of all science. Com-
puting science with the technique of artificial intelligence and machine learning tools is not
out of these aspirations. In fact, there is no effective technique to predict earthquakes, but
the advances made and the knowledge acquired in this domain allow us to assert that the
day will come soon when the possibility of anticipating the occurrence of an earthquake

1
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will be an awesome reality.

1.2 Objectives

1.2.1 General Objective
Develop an earthquake prediction system based in data compression and deep learning by
using data preserved and supply by the Ecuadorian Government.

1.2.2 Specific Objectives
Learn how to acquire the seismic data from the government.

Process data by using SVM and PCA tools.
Develop C++ code to simulate and run reconstructing Autoencoder.
Develop C++ code to unify the PCA and autoencoder platforms Debug integrate soft-

ware.
Combine the processing capacities of Support Vector Machine (SVM), Principal Com-

ponent Analysis (PCA), and reconstructing Autoencoder to process the acquired data and
produce useful predictive data.

Use the predictive data of this work so that the Ecuadorian organizations in charge of
planning preventive measures to minimize the effects of earthquakes.

Information Technology Engineer / Mathematician 2 Graduation Project



Chapter 2

Theoretical Framework

This chapter is designed to explain some important definitions about the terminology,
tools, and processes of computer science used to accomplish the goal. These definitions
begin with an explanation of the kinds and consequences of earthquakes, data source,
neural networks approach, and finally the mathematical and computational techniques of
Autoencoder.

2.1 Kinds of earthquakes
An earthquake has an underground focus or point of origin, known as the hypocenter, and
a point on the surface directly above the focus, called the epicenter, where the movement
is usually most intense.

Three different types of earthquakes are considered, depending on the region of the
crust in which its hypocenter is located:

• Superficial.- They have a focus no greater than 70 kilometers deep, so they have a
greater impact on the surface. This makes them the most devastating earthquakes
[11].

• Intermediate.- Its focus ranges between 70 and 300 kilometers deep [11].

• Deep.- events that occur deep within the Earth, generally outside the lithosphere,
more than 300 kilometers from the surface. Called bathysisms, they are usually
imperceptible [11].

2.2 Earthquake consequences
Earthquakes around the world have great consequences in economic and human losses.
In addition, these also cause psychological and physical illnesses. For these reasons, a
reasonable prediction in time and magnitude of these natural events would mitigate large
undesirable effects for humans in a high percentage.

3
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(a) Earthquake fatalities per continent (%) (b) Earthquake victims per continent (%)

Figure 2.1: Humans Impacts 1970-2008 [1]

2.2.1 Humans Impacts
Earthquakes greater than 6 degrees on the Rircher scale cause the collapse of the vast
majority of buildings, the destruction of roads, tsunamis, etc. According to Guha-Sapir
and his colleague ”Earthquakes have claimed an average of 27,000 lives a year since 1990 ”
This high amount in terms of annual mortality allows to see the importance of a correct
and adequate earthquake prediction process [1].

Figure 2.1 shows the percentages of victims and fatalities by continent. An important
fact is the American continent fill second place with a percentage of 12 % of fatalities
of earthquakes. It is that ± 3240 people die per year in sinister related to earthquakes
[1]. In addition, table 2.1 shows that Peru and Guatemala are in the top ten of the most
destructive earthquakes with the most negative impacts over humans.

2.2.2 Economic Impact
Throughout history, economic losses as a result of seismic movements have had a great
impact on the countries gross domestic product (GDP). From 1900 to 2010, some 6500
earthquakes worldwide have caused huge costs in the reconstruction of roads, houses and
basic services. For example, the earthquake that occurred on March 6, 1987 in the northern
part of Ecuador caused an approximate cost of 1.500 billion dollars, which is equivalent to
16.48% of Nominal GDP [12] .

Estimates of economic and human losses as a result of earthquakes are enormous, Then,
it is necessary to use tools such as artificial intelligence and its approaches to predict these
natural phenomena and thus minimize the consequences.
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Table 2.1: Top ten of most destructive earthquakes in terms of human impact (1970–2008)
[1].

Date Country Richter Killer (x1,000) Total affected (x1,000)

27 Jul 1976 China 7.8 242 164
26 Dec 2004 Indian Ocean tsunami 9.0 226 2,432
12 May 2008 China 7.9 88 45,977
08 Oct 2005 Pakistan, India 7.6 75 5,285
31 May 1970 Peru 7.8 67 3,216
21 Jun 1990 Iran 7.3 40 710
26 Dec 2003 Iran 6.6 27 268
07 Dec 1988 Armenia 6.9 25 1,642
16 Sep 1978 Iran 7.7 25 40
04 Feb 1976 Guatemala 7.5 23 4,993

2.3 Data Source and Selected Country
I am an Ecuadorian citizen. Therefore, the country chosen for earthquake prediction is
focus on Ecuador. This country is located in latitude from - 7◦ to + 4◦ and in longitude
from 84◦ to 74◦ (roughly 1100 × 1000 km) . It is located in South America and is
part of the southern hemisphere. In addition, the tectonic plate (Nazca) of the convergent
type on which this country is located pushes and slides under the continental plate (South
American plate) [13]; when the resistance of the materials of the crust is exceeded the rocks
that make up the plates break then produce large seismic movements.

The Geophysical Institute in Quito, at the Escuela Politécnica Nacional (IGEPN) is
the governmental entity that registers the seismic data that occurs in the country. To carry
out the seismic information survey the IGEPN has 61 seismic stations and 89 acellometric
stations distributed in strategic points of the country. Fig.2.2 shows how the data was
collected. 3 zip files with different data and format were provided by IGEPN. The data
that this institution give us is the main tool used for the purpose of this work.
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(a) complete dataset processes (b) IGEPN.ene.2010 dic.2011)

(c) ev 2012-2020

(d) homogenized catalog 1901-2009

Figure 2.2: Intensity database for Ecuador

2.4 Biologic and Artificial Neural Networks
A successful criteria to distinguish something natural and artificial was advanced by Aris-
totle. The various nuances to distinguish the natural from artificiality. Thus, it makes of
the natural that which has the principle of motion and rest in itself, while the artificial has
such a principle in the human being [14]. And the Philosopher clarifies that when we try
to imitate the natural through the artificial, it is important to differentiate the arts that
reproduce nature, from others that only try to perfect, complete or modify it for the better
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results.

2.4.1 Biological Neural Network
Neurons are the fundamental units of the brain and nervous system [2]. They are in charge
of receiving sensory stimulus from the outside world as well as sending orders to different
parts of the body to transform and transmit the electrical signals necessary to carry out
any action.

Neurons have different shapes and sizes, but they all consist of three elemental parts
as shown in Fig. 2.3: the cell body, the axon, and the dendrites.

• The cell body is the nucleus (which contains DNA) and is where proteins are formed.

• The axon is a wire-like part of the cell that transmits electrochemical messages. A
single axon can have multiple branches, allowing it to synapse with multiple postsy-
naptic cells. Similarly, a single neuron can receive thousands of synaptic inputs from
many different pre-synaptic or emitter neurons.

• The dendrites or nerve branches are short projections of the cell, like branches, that
establish connections with other cells. Dendrites receive messages through neuro-
transmitters released by axons of other nerve cells. In the initial part of the axon of
a neuron (where it joins the neuronal body) an action potential is generated, a short
electrical impulse that travels along the axon and causes the release of neurotrans-
mitters (they are like messengers) at the synapse, the point where this release occurs
and the reception of the message by another neuron, thus allowing communication
between them.

2.4.2 Artificial Neural Network
Neural Networks are a very important field within Artificial Intelligence. This approach
is inspired by the known behavior of the human brain referring mainly to neurons and
their connections, They try to create artificial models that solve problems that are dif-
ficult to solve using conventional algorithmic techniques.A beautiful biologically-inspired
programming paradigm which enables a computer to learn from observational data [15].

Since the 1940s, in which computing was born and began to develop, the neural model
has accompanied it. In fact, the emergence of digital computers and the development of
modern theories about learning and neural processing occurred around the same time, in
the late 1940s.

Nowadays, neurophysiological research and the study of Artificial Neural Systems (ANS)
have gone hand in hand. However, the ANS models do not focus on neurological research,
but rather take concepts and ideas from the field of natural sciences to apply them to
solving problems belonging to other branches of science and engineering.

The first examples of these systems appear in the late 1950s. The most common
historical reference is the one that alludes to the work carried out by Frank Rosenblatt in
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Figure 2.3: The tree-like structure of a neuron. Dendritic spines are small structures
that receive inputs from the axons of other neurons. Bottom-right image: a segment of
dendrite from which spines branch off, like leaves off a tree branch. Note the very small
size ( 0.001mm) [2].

a device called the perceptron 1 [16]. There are other examples, such as the development
of the Adaline by Professor Bernard Widrow.

2.5 Layers of ANNs
ANNs are a computational model based on the behavior observed in their biological equiv-
alents. In addition, these structures are a set of processing units called artificial neurons
and are generally linked to each other which transform the input data that reaches them
into other output data. This process causes the information to proceed through the entire
neural network while it is transformed into each artificial neuron crossed. Finally, it reaches
the end of the network where the resulting value is returned.

As shown in figure 2.4, the simplest version of artificial neuron works as follows:
The neuron has as inputs a vector X(x1, x2, x3...xn) and with this values the weighted

1In machine learning, the perceptron is an algorithm for supervised learning of binary classifiers. A
binary classifier is a function which can decide whether or not an input, represented by a vector of numbers,
belongs to some specific class.
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Figure 2.4: Diagram of the basic structure of a perceptron.

weight is calculated. These weights are denoted by the abbreviations w1, w2, w3...wn. These
values an additional value w0 or b better known by the name of bias is added. Then, all the
weights and the value of w0 are calculated. That is, they are chosen during the learning
of the neuron. The result of applying this linear function is shown in the previous graph
with the label b:

b = wo + x1w1 + x2w2...+ xnwn

Once the value of b has been calculated a function non-linear g(x) is then applied to
it which is called the activation function. A classic example is the function called binary
step. This function returns 1 if the independent variable is zero or greater than zero, and
returns 0 otherwise.In fact, there are notable difficulties when training the model because
the output of the activation function is the same for any value above 0. For this reason,
today other activation functions such as sigmoid, ReLU, Tanh, and more are used.

There are typically three parts to a neural network (see Figure 2.5): an input layer with
units representing the input fields; one or more hidden layers without direct connection
with the environment this can be preceded by other hidden layers or by the input layer;
and an output layer with a neuron or several neurons generally representing solutions for
any problem or determinate input. Layers are connected with varying connection forces or
weights. The input data is presented in the first layer, and the values propagate from each
neuron to each neuron in the next layer.

2.6 Backpropagation
According to Karazi et al., 2019 ”Back-propagation algorithm is the most common super-
vised learning algorithm. The concept of this algorithm is to adjust the weights minimizing
the error between the actual output and the predicted output of the ANN” and ”the net-
work training consists of three stages: (a) feed-forward of the input training pattern; (b)
calculation and back-propagation of the associated error; and (c) the adjustment of the
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Figure 2.5: General structure of an artificial neural network

weights. By starting from the output layer, backwards pass propagates the error”. Once
the first iteration is done, the error outputs are propagated backwards. This process begins
in the output layer and propagates to all the neurons in the hidden layer that directly con-
tribute to the output. However, the hidden layer neurons only calculate a small fraction
of the total amount of error based on the relative contribution that each neuron made to
the original output. This process is repeated on all the layers as long as the relative con-
tribution of the total error is minimal in each neuron of the hidden layer. The connection
weights of each neuron are calculated and updated in each backpropagation cycle until the
entire network converges and it allows all training patterns to be correctly classified.

The backpropagation algorithm has a main characteristic the ability to self-adapt the
weights of the intermediate neurons to learn the relationship between a set of patterns
given as input in the first network layer and their corresponding outputs. After a full
training phase, if the network is presented with a similar or noisy input, the neurons in
the hidden layer of the neural network produce an active output once the new input has
resemble individual neurons learned. On the other hand, the neurons of the hidden layers
tend to inhibit their output if the input values do not have resemble inputs for which they
have been trained.

The backpropagation algorithm generally develops internal relationships between neu-
rons for the purpose of organizing training data into classes. This trend can be extrapolated
to make the consistent hypothesis that all neurons in the hidden layer are associated in
some way with specific features of the input pattern as a consequence of training [17]. This
association may not be obvious to the human observer. The main idea is to make the net-
work has an internal representation that allows it to generate the desired outputs when any
inputs are provided. Finally, once the internal representation was obtained in the training
phase is likely apply to inputs that the network has not seen before and the network will
classify these inputs according to the features that they share with the training examples.
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2.7 Support Vector Machine
Support vector machines are a set of supervised statistical learning algorithms that belong
to the set of linear classifiers developed by Vladimir Vapnik and his collaborators at AT&T
laboratories in 1995 [18]. A SVM builds a hyperplane in a very high or even infinite dimen-
sional space. The hyperplane generally most optimally separates the points or required
information into two classes defined by a kernel. The concept of optimal separation is the
fundamental characteristic of SVMs and one of its main advantages and uses in cases of
binary selections. Also, This is why SVMs are sometimes referred to as maximum margin
classifiers [19].

2.7.1 Radial basis functions
These types of functions return a value that depends only on the distance from the origin
to some central point. Let φ(r) = Φ(‖ x ‖) and xk any central point such that φ(r) =
Φk(x) = Φ(‖ x−xk ‖). Then, any function that satisfies φ(r) = Φ(‖ x ‖) is called as radial
basis function.

taking in consideration that r =‖ x− xk ‖ and let ε shape parameter. Then, the most
common types of radial basis functions are [20] [21]:

• Gaussian function
φ(r) = e−(εr)2

• Multiquadratic function
φ(r) =

√
1 + (εr)2

• Inverse multi quadratic function

φ(r) = 1√
1 + (εr)2

• Polyharmonic Spline function

φ(r) = rk, k = 1, 3, 5, ...

φ(r) = rk ln(r), k = 2, 4, 6, ...

• Thin plate spline function
φ(r) = r2 ln(r)

2.7.2 One-class
One class support vector machine (OCSVM) is a variation on the original SVM. This
new algorithm can clean or find outliers from the input database. Figure 2.6 shows how
OCSVM classifies in negative and positive values (outliers and inliers), it classifies in a
correct way the inliers, but the others will be taken into account as outliers. [3]. However,
in some cases the data does not allow finding hyperplanes in an optimal and fast way.

Steps to do One-class SVMs framework
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Figure 2.6: Representation to classifier OCSVM [3]

• Transform an input space into a feature space

x = (x1, ..., xm) 7→ ϕ(x) = (ϕ1(x), ..., ϕm(x))

• Maximize the distance of the hyperplane

min
w∈F

1
2 ‖ w ‖

2

Where w is a weight vector, and new space F =
{
φ(xi) | x ∈ X

}
• Calculate the trade-off between the margin and the outliers

min
w,ξi,ρ

1
2 ‖ w ‖

2 +
m∑
i=1

(ξi − νρ)

Where ξ is a slack variable, ρ > 0, and ν is ∈ (0,1]. Subject to:〈
w.φ(xi)

〉
≥ ρ− ξi, ξi ≥ 0, i = 1, ...,m

• Chose an appropriate kernel method

– linear
– radial basis function (RBF)
– Polyharmonic Spline

• Computing a dual problem

min
1
2
∑
i,j

αiαjK(xi, xj)

Where α is Lagrange multipliers and K(x, y) = φ(x).φ(y). Subject to:
0 ≤ α1 ≤ 1
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2.8 Principal component analysis
Principal Component Analysis (PCA) is a statistical method that simplifies the complexity
of sample spaces with many dimensions while preserving their information. PCA is one of
the most popular multivariate statistical techniques used in the areas of signal processing
and pattern recognition. The goal is to take out the most relevant information from the
data and to extract this information into a set of new orthogonal variables called principal
components.

Suppose there is a data with m samples each with n variables. Then, the sample space
has mxn dimensions. PCA allows finding a number of underlying factors (l < m) that
explain approximately equal features as the originalm variables without loss of information.
Therefore, the PCA method allows condensing the information provided by n variables into
l principal components.

2.8.1 Linear Transformation
Let a dataset X with m as number of features and n as number of variables. Then, to
achieve a new representation data Y is necessary an orthogonal transformation P . The
rows of a new orthogonal matrix are called principal components. In addition, rows and
columns of P matrix are orthogonal vectors with unit norm. This is showed in the below
representation.

P
(mxm)

X
(mxn)

= Y
(mxm)

p1
.
.
.
pm


[
x1 . . . xn

]
=



p1.x1 . . . p1.xn
. . .
. . .
. . .

pm.x1 . . . pm.xn


The columns of a new matrix Y carries elements that are a dot product between the jth

row of P and the ith column of X. Each element into Y represents a projection of a point
from feature space onto a principal component. Therefore, The matrix Y is a projections
of the original features onto the space spanned by orthogonal matrix P , which are unit
vectors. In other words, the multiplication between P and X means projecting X onto the
space spanned by the rows of P [22].

2.8.2 How to compute Matrix P

The main goal to calculate orthogonal matrix P from matrix X is decrease redundancy to
retain signal and filter out noise of the dataset. Hence, the first step to find matrix P is
finding square symmetric covariance matrix whose diagonal terms are variances and whose
off-diagonal terms are covariances.

C = 1
n
XXT
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Let D diagonal matrix with no covariance terms and a function of C and P to minimize
redundancy. Then, D can be express as:

D = PCP T

How Matrix C is symmetric. Then, it can compute using its eigenvectors that is denoted
by E and its eigenvalues diagonal matrix denoted by V .

C = EV ET

Replacing C into D

D = P (EV ET )P T

Chosen P = E, E = ET because E is a diagonal matrix, and by definition EET = I

D = (ETE)V (ETE) = V

Finally, the eigenvectors of the covariance matrix of X are in matrix V and they are
called PCA.

2.9 Autoencoder
An Autoencoder is a kind of perceptron, basic structure of ANN, where the input and
output layers have the same number of neurons and it is trained to reconstruct its own
inputs. The training algorithm of an Autoencoder tries to reconstruct the input into de
output layer from unlabeled data [23].

2.9.1 The architecture of Autoencoders
Figure 2.7 shows the basic architecture an Autoencoder. Encoder, code and decoder are
components of it.

• Encoder
This module is formed by a set of convolutional blocks followed by pooling modules
that squeeze the input data into an encoded representation that is generally maps
the input into the code module.

• Code
The code phase is the most important in the autoencoder, and the smallest one.
It contains the compressed knowledge representations of the input data. Also, this
module is called bottleneck. If bottleneck is small, there are the risk of overfitting.
Therefore, smaller bottlenecks likely loss important information slipping out through
the pooling layers of the encoder.
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Figure 2.7: General architecture of autoencoder [4]

• Decoder
This module of the network allows decompress the knowledge representations that
was compress in the encoder module. Hence, the decoder module reconstructs the
data back from its encoded form. It reconstructs a input data through a set of
resampling and convolutional blocks from compressed data in bottleneck module.

The mathematics used to building the Autoencoder is not complex. Basically, 2 func-
tions are related to encoder and decoder calculation.

φ : X → F

ψ : F →X

φ,ψ = argmin
φ,ψ

‖ X − (ψ ◦ φ)X ‖2

Where φ is the function of the encoder that maps the input data representing the
matrix X into a latent space F , which is stored in code module. ψ is the decoder function
that maps the latent space F from the code module to the output. In this case, the output
function must represents input data. In general, the goal is trying to recreate the original
data after generalized non-linear compression.
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Now, let z a latent dimension or the standard neural network function that to allow to
find bottleneck through an activation function. Hence, the mathematical representation
is:

z = σ(Wx+ b)
Where σ is a lineal or non-linear function.
In the same way, the decoder module can be represented with a similar function, but

with different weight, bias, and potential activation functions.

x′ = σ′(W ′z + b′)
With the last 2 functions can be written the loss function, This function is used to train

the neural network through the standard backpropagation procedure.

L(x, x′) =‖ x− x′ ‖2=‖ x− σ′(W ′(σ(Wx+ b)) + b′) ‖2

Since an autoencoder has in the input and output the same data, this is not really
supervised or unsupervised learning, this is typically called self-supervised learning. The
main goal of an autoencoder is finding encoder and decoder functions in such a way that
with the minimal information to regenerated the original data into output layer of the
encoder module.

According to Baldi P., [5] there is a simple overall classification of autoencoders that is
showed in Figure 2.8. This classification was presented in his Workshop and Conference
Proceedings in 2012 [24].

Figure 2.8: Simple Autoencoder classification [5]
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Chapter 3

Related Works

3.1 Earthquake prediction model using support vec-
tor regressor and hybrid neural networks

This work makes predictions of earthquakes of 5.0 and above in three different places in the
world. The regions selected by the researchers are Hindukush, Chile, and Southern Cali-
fornia. The data are collected from the United States Geological Survey (USGS) and are
found in the period of time from January 1980 to December 2016. To represent 60 parame-
ters of earthquakes the authors apply seismology concepts such as Gutenberg-Richter law,
seismic rate changes, foreshock frequency, seismic energy release, total recurrence time.
For prediction, they use two concepts of artificial neural networks [25]. The first approach
used is the supervised learning algorithm called Support Vector Regressor (SVR) which is
a variant of the Support Vector Machine model and is used as a value prediction model.
The second is a prediction model algorithm called Hybrid Neural Network (HNN) and is
used for the training phase. HNN is a result of the combination of three different Artificial
Neural Networks to achieve the optimization of the ANN weights [25].

The training is done with 70% of the total dataset and 30% is used for testing. The
output layer in the structure of the models results in a binary value 0 or 1, where 1 is the
prediction of an event 5.0 and above, and 0 otherwise. The network is trained with the
backpropagation technique and the output layer error is propagated in all layer weights in
each epoch1 [25]. The results are stored in a confusion matrix with the following values:
true positive (TP), true negative (TN), false positive (FP) and false negative (FN). the
Matthews correlation coefficient (MCC) uses the values of the matrix to obtain a measure
of the quality of the prediction. This paper uses MCC to compare the results separately
from the SVR, HNN, and the combination of both SVR-HNN models. In the results shown
in the work of researchers, the advantage of using the SVR-HNN technique is clearly noted
and as an example, it is obtained for the region of Chile which values: with SVR = 0.44,
with HNN = 0.52 and with SVR-HNN = 0.613 [25].

Finally, the approaches of SVR followed by HNN are encouraging to predict possible
1An epoch means training the neural network with all the training data for one cycle. In an epoch, we

use all of the data exactly once
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earthquakes. The backpropagation and support vector regression approaches are used in
the planning of this thesis and it has a similar structure to achieve a good earthquake
prediction in the present study.

3.2 Medium–large earthquake magnitude prediction
in Tokyo with artificial neural networks

This article begins with a brief review of the place chosen for the study and prediction of
earthquakes. The authors said that Tokyo is located on a large tectonic plate and it has
approximately 5000 seismic activities per year of which 1000 have an intensity greater than
3.5 degrees on the Richter scale. Prediction aims to use the artificial neural network called
perceptron which is the most basic in terms of structure. The result of this algorithm is
compared with other machine learning tools to compare its efficiency. The prediction is
based on knowing the site of a possible earthquake, the time on the next 7 days, and the
magnitude above 5.0.

The dataset is taken from the catalog of the US Geological Survey (USGS) which is
freely accessible on the internet. As in the work of Asim, et al. to extract the main
characteristics of the data, the MCC technique is used, and then it is divided into 2 parts.
The first is used for the training phase and the second is for the testing phase. The neural
network is structured with 96 neurons in the input layer, 48 neurons in the hidden layer,
and 2 neurons in the target layer [26]. Furthermore, the weights are calculated with the
backpropagation technique which has a learning rate of 0.3. To obtain reasonable values
in the hidden layer and to make a good prediction, the network is trained with 500 epochs.

The results obtained with the neural network proposal were compared with other ma-
chine learning techniques known as nearest neighbors (KNN), support vector machines,
Bayesian networks(BN), and decision trees (J48). Although the SVM, KNN algorithms
have an average rate greater than 50% in the prediction although the method proposed
in this work obtained the best averages. In addition, a statistical comparison was made
using the Kruskal Wallis with next numbers (x2 = 17.899; p value = 0.0012, therefore p <
0:01).) and Mann – Whitney techniques showing significant differences between ANN and
KNN-SVM-NB-J48 (p value = 0.0079; p <0.02; r = 0.82945) [26].

3.3 Spatial Analysis of Magnitude Distribution for
Earthquake Prediction using Neural Network Based
On Automatic Clustering in Indonesia

This scientific article is based on earthquake data taken from Indonesia provided by the
Indonesian Agency for Meteorological, Climatological and Geophysics (BMKG) and USGS.
The main objective of this work is to find an optimal number of clusters and the prediction
of earthquakes greater than 5.5 and 6.0. The study is focused on Hierarchical K-means
techniques to find the clusters and the prediction is made for the next 5 days after the
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earthquake occurrence. ANN is made up of 4 layers. The input layer has 7 neurons that
are connected to 2 hidden layers of 32 neurons each, and finally the output layer has a
single node.

The data obtained from BMKG and USGS has a total of 82,580 of which was reduced
to 9233 after applying Gutenberg-Richter law. The optimal global number of clusters is
calculated using the Valley Tracing and Hill Climbing algorithms and to classify within
the clusters the Hierarchical and K-means algorithms are used [27]. The seven parame-
ters of the output layer are calculated as follows: 5 are obtained with Gutenberg-Richter
law, the sixth is the maximum magnitude of the data subset and the seventh value is the
threshold wish to predict. To calculate the weights of the neural network, the backpropa-
gation algorithm and the sigmoid activation function are used with a learning rate of 0.1.
Additionally, 1000 epochs are used for network training.

The results of the study are based on 2 values for the prediction in input layer seven
with values of 5.5 and 6.0. For the first value, the results show that 76% belong to negative
prediction values and 0% to positive values. With the entry of 6.0, there are 60% negative
values and 97% positive values for the prediction. Finally, the average of each entry is 44%
and 75% respectively. In a conclusion, it is shown that the prediction is radically improved
when it comes to aftershocks of greater than 6.0 magnitude [27].
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Chapter 4

Methodology

The main objective of this project is to make earthquake predictions focusing on machine
learning methods and artificial neural networks such as SVM, PCA, and Autoencoders.
The data provided by IGEPN were selected as the main input for this study. The data set
was partitioned into training and testing data sets through hyperparameter values. In this
work, 4 main phases are identified:

• To process dataset

• To process one class SVM

• To process PCA

• To process Autoencoder

The software and hardware used to do this research are:

• Software

– Windows 10 Pro
– Microsoft office excel 2016
– Orange 3.27.1
– MATLAB R2018A
– Borlan C++ 5.5

• Hardware

– Laptop Acer ACPIx64-based PC
– SSD disk of 128 GB
– 4 Processors Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz 2.71 GHz
– Memory RAM of 4 GB DDR4
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Figure 4.1: Overall scheme of Machine Learning approach applied on Orange App.

4.1 Dataset
The first step in this project is data collection. For this, the IGEPN was asked for the data
collected from the earthquakes registered in Ecuador, since this government institution
stores the necessary information on each earthquake event. This institution has different
ways of collecting the earthquake data from the year 1901 to 2020. These data are divided
into 3 zip files that have different items regarding their information (see Figures 2.2b, 2.2c,
and 2.2d ).

For this stage, the Microsoft office excel tool was used due to its versatility in data
management and the ability to open files in different formats. From the combination of
the three files, a total of 13,766 rows and 9 columns were obtained; the columns have 8
features and one meta attribute.

The eight features are:

• Number.- This is an ordinal number.

• NumDay.- This is a number between 1 to 31.

• Month .- This is a number between 1 to 12.

• Year.- This a number between 1901 until 2020.

• Latitude.- This is the number of latitudes when the epicenter is located.
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• Longitude.- This is the number of longitudes when the epicenter is located.

• Depth.- This a number of depth to the epicenter.

• Magnitude.- This is a number of seismic magnitudes measured on the Richter scale.

The meta attribute is:

• Date.- This is a date when an earthquake happened and has the format mm/dd/yyyy.

A few samples of this data is shown in Figure 2.2. The data contained in the eight
columns are the most representative of a seismic events.

4.2 Identification of Outliers
Outliers are values that are outside of a range in a sample and have the characteristic that
if they are eliminated, they can change the values of some parameter of interest by over
10% [28]. Moreover, these values can be calculated and grouped with statistical or machine
learning methods. Generally, outliers are processed in three ways:

• keep as genuine value in the database.

• modify its value with some statistical method (e.g., the average).

• eliminate it.

Figure 4.2: Parameters to compute Outliers on Orange package
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The outliers, in this study, are taken in a different way. These will be taken as values
that represent events that guarantee to visualize the peaks of the earthquakes data with a
significant magnitude.

Orange is open source machine learning, and data mining, also it builds data analysis
workflows visually, with a large, diverse toolbox [29]. In this research, Orange is used to
calculate outliers with the One-class SVM method (see Figure 4.1). The toolbox shown in
Figure 4.2 has the hyperparameters used to compute the outliers.

Hyperparameters were chosen after to prove different combinations between them. The
new calculated database has 1378 rows with the original eight columns and these maintain
all catastrophic earthquake data as shown in Figure 5.1.

4.3 PCA Method
Principal component analysis is a method that allows reducing the dimensionality of a
data set, maintaining and minimizing the information in a lower dimensionality [30]. This
machine learning method is used in this work to extract and combine the characteristics
of the sample rows into a single vector. To calculate these values of the PCA vector, the
Orange application is used with the parameters previously tested as shown in Figure 4.3.

Figure 4.3: Parameters to compute PCA on Orange package

4.3.1 Normalization
One of the most successful ways to safeguard concise data for analysis is to normalize data
and pre-process it. Normalizing data is a technique applied to the dataset reducing its
redundancy in order to use it optimally. The main goal of this technique is to associate
similar shapes to the same data in a single data shape. In fact, according to Shalabi L.,
Shaaban Z., & Kasasbeh B.,(2016) ”Normalization is the scaling technique or a mapping
technique or a pre-processing stage”. On the other hand, for many ANN algorithms used
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Table 4.1: Parameters and values to find a normalized vector to used in Autoencoder phase.

Num Month NDay Year Lat Long Depth Mag Date PCA Norm

1 1 7 1901 -2 -82 0 7,2 1/7/1901 4,01625 0,97378
2 1 31 1906 0,95 -79,36 20 8,4 1/31/1906 4,39361 1
3 9 28 1906 -2 -79 150 7,5 9/28/1906 4,32541 0,99526
4 6 1 1907 0 -82 0 7 6/1/1907 3,75460 0,95560
... ... ... ... ... ... ... ... ... ... ...
567 3 6 1987 -0,08 -77,81 12 7,1 3/6/1987 1,82857 0,82179
... ... ... ... ... ... ... ... ... ... ...
1032 4 16 2016 0,31 -80,12 17,4 7,6 4/16/2016 -0,07462 0,68956
... ... ... ... ... ... ... ... ... ... ...
1378 6 30 2020 -0,65 -81,19 4,08 4,2 6/30/2020 -2,01004 0,55510

in Data Science to work better the input variables to the algorithm must be normalized.
However, a bad choice of the normalization method can create an unexpected result in the
data and the analysis.

There are many methods to normalize such as min-max, z-score, decimal scaling, etc.
Nevertheless, for this work these methods do not provide the required values to use as an
input on the implementation of Autoencoder, the values required are between 0 to 1. For
this reason, the method chosen is proper and particular, and it is called CEGG method.
In fact, the values obtained within the PCA method are scattered in a range between
4.39361 to -2.89566. Therefore, using these values as input in the Autoencoder would
cause sensitivity loss in the training and testing stage.

The CEGG method implemented here has elementary mathematician calculus. The
first step is to sum a suitable value to eliminate negative numbers, in this case, the number
10 is which got a better normalization, the second step is to find the maximum value of the
new PCA vector, once this value is finding, each value is divided for the maximum value
and it is stored in a new vector that will use in encoder phase as an input.

Table 4.1 shows the normalized values between 1 and 0 in the last column. Also, it
contains all the data in an orderly fashion on the time scale from 1901 to 2020.

4.4 Autoencoder implementation
This section illustrates the detailed structure and training method for the single-code
encoder.

It is expected that in its eagerness to reconstruct binary data the autoencoder also
reproduces the data to be predicted with high accuracy.
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4.4.1 Design
The present Autoencoder implementation has an encoding and a decoding unit. The
encoding part learns the feature representation of the input data sample under a sigmoid
function that is a parameterized mapping [31]. The decoding counterpart reconstructs the
input with the same parameterized mapping. The sigmoid function between input, hidden,
and output layer ensures that hidden layer variables are valued between 0 and 1. Such as
constraint is a reconstructed input that can take values between 0 to 1 and thus decoder
can be interpreted as linear.

Figure 4.4: Autoencoder Structure

The design of the autoencoder is basic, but at the same time, it accomplishes the
purpose of this study. Data processing with One-class SVM and PCA techniques ensures
the correct performance of the autoencoder. Figure 4.4 shows the complete structure that
consisting of 12 nodes in the input layer, 10 nodes in the hidden layer, and 12 nodes in
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the output layer. Additionally, this figure shows how the weights and errors between the
autoencoder layers are computed.

The Autoencoder is designed to reconstruct its own inputs [23]. In this specific case,
it is forced to reproduce binary data and it is expected that in this effort it will also carry
the exact reproduction of the PCA values.

4.4.2 Sigmoid
In the implementation of artificial neural networks, the logarithmic sigmoidal function is
the most used as the activation function of neurons between the layers. In this case, to
calculate the neuron values on hidden and output layers, this function was used with a
modified value of x that is equal to 1.5 times its value. As can be seen in figure 4.5, a
major amplitude will be achieved in the values of the ordinate axis, these values are similar
to the PCA1 vector with which a greater precision in the prediction is expected.

Figure 4.5: Sigmoid Function

4.4.3 Backpropagation
The backpropagation training algorithm is commonly employed to propagated the error
into the weights of the hidden and output layers. The algorithm implemented have the
following structure:

• Compute the network output from the input value sets.

• Compare with the correct output and compute the error according to the formulas:

– output error = CO · (1− CO) · (target− CO)
– hidden error = CH · (1− CH) ·∑n

i=1(output error − output weights)
Where CO are computed outputs values, and CH are computed hidden values.
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• Compute and storage the partial derivatives of the error with respect to the weights
that join the hidden layer with the output layer.

• Compute and storage the partial derivatives of the error with respect to the weights
that join the input layer with the hidden layer.

• Adjust the weights of each neuron to reduce error.

• Repeat the process for each entry-exit iteration of the training phase.

4.4.4 Hyperparameter
To achieve the correct efficiency of neural networks, the selection of an optimal architecture
to carry out certain tasks remains an open problem [32]. In fact, the implemented neural
network here depends on some hyperparametric values, namely the number of hidden
layers, the number of neurons in the hidden layer, gain factors, etc. The structure of the
Autoencoder has been designed and tested with the trial error technique to evaluate and
verify its efficiency. The hyperparameters are:

• Hidden layers = 1.

• N HID = 10; number of neurons in hidden layer.

• Gain = 1.5; value to calculate sigmoid function.

• Eta = 0, 025; value to compute error in backpropagation.

• alfa = 0, 5; value to correct the errors in the backpropagation.

• Objetive Train = 85%; value to perform the training phase. Then,15% is used to
perform the testing phase.
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Chapter 5

Discussion and Results

This chapter shows all steps that had been carried out in order to achieve the better
earthquake predictions. The results of three phase in this work are shown with figures and
tables that describe the accuracy value obtained in each phase.

5.1 Debugged dataset
Selecting data, each dataset was manually and independently examined and depurated
looking for the format, rows, columns, common features, obtaining unique file with 13766
items, each one has 8 features and 1 meta attribute. Three datasets were joined into a
single file called earthquakeDataOk.csv to start the data analysis, see Table 5.1.

Table 5.1: Data provided by IGEPN

zip name file name time # data
catalogo csv.rar catalogohomogenizado.txt 1901 - 2009 10823
sismos 2010 2011 csv.rar IGEPN.ene.2010 dic.2011.csv 2010 - 2011 270
sismos 2012 may2020 csv.rar ev 2012 2020.csv 2012 - 2020 2673
Total items earthquakeDataOk.csv 1901 - 2020 13766

5.1.1 One class SVM
To ensure the correct performance concerning earthquake predictions, the first step applied
to the depurated file earhquekeDataOk.cvs was keeping the same characteristics but a
reduced size of items. The results showed in Figure 5.1 show that once the file is passed
by the One-class SVM method, the outliers measures are presents in the output of a new
dataset that contains 1378 items.

Regarding the main objective of this study, which is to predict earthquakes ≥ 6 degrees
on the Richter scale, the reduction of the data In this first phase with One-class SVM only
suffers a loss of 8.1632% , Table N shows that only 12 values are lost. In fact, earthquakes
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(a) Input data

(b) Outliers (c) Inliers

Figure 5.1: Plot to show how SVM works to maintain the most catastrophic earthquakes
data with Outliers and Inliers Technique
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≥ 7 degrees, which would the most dangerous [33], they keep in 24 values like a original
dataset, this imply a loos of 0%.

Figure 5.2: Values of PCA vector

For many researchers, outliers mean missing values because they may be unimportant
evidence that they would rather ignore [34]. In this work, they are sources of interesting
information. Previous knowledge about the consequences of earthquakes greater than 6
degrees and that these are atypical allows deciding what to do with them, Figures 5.1a
and 5.1b are valuable in the sense that it is possible to visualize how the data is refined so
that these values are not lost essential information. On the other hand, figure 5.1c shows
how the inliers only contain values that can be considered redundant for this work.

5.1.2 PCA
The outlier identification method was the first step. The result of it was used to make up
the dataset as an input to PCA method, the variables used (eight features and one meta
attribute), for choose one PCA axis.

Figure 5.2 shows how the amount of information captured by the only main component
decreases according to its number, that is, the main component number one represents more
information than the two and so on. The values of the PCA vector are the projections of
the 9 values of each row. In fact, the values of this vector are the eigenvalues which measure
the amount of variance captured, that is, the information that each principal component
represents. In addition, the calculated value of the correlation coefficient r = −0.94 shows
that the correlation between the year variable and the PCA vector is inverse, which explains
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the shape of the graph, which has a descending form, but without losing the characteristics
of the original seismic magnitudes.

5.1.3 Normalization
Normalization refers to the intention that the normalized values allow eliminating the
downstream effects in the PCA vector. Some types of normalization involve only scaling,
to arrive at values relative to some measurement variable.

Figure 5.3 plots the results of 2 known normalization techniques plus the CEGG method
and their respective results, the CEGG method has the best-normalized values to imple-
ment the autoencoder phase. Moreover, Figure 5.5 shows how the normalization of the
values has similar performance in terms of the earthquake magnitude values.

Figure 5.3: Three normalization methods and PCA1 values

5.2 Binary data and PCA
The last step to debug the data is linearize the time, which will be used as input in
the autoencoder, this means, choose the highest seismic data of each month in each year
starting from January of the year 1901 to June of 2020. It generates a total of 1434 data
values, which is stored in binary structure as shown in table 5.2 . Figure 5.4 shows how
the magnitude values and the PCA vector have the same tendency.

Figure 5.5 exactly shows how the peaks of the seismic data appear in the normalization
of the data. To observe this trend, a period was chosen in which an earthquake of great
magnitude and severe consequences occurred in Ecuador.
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Figure 5.4: Magnitude and normalize data in sequential time

Figure 5.5: Real magnitude data vs normalize data multiply by 3, between 2013 to 2016

5.3 Autoencoder Results
The Autoencoder is designeg to find the best architecture to produce a large earthquake
prediction. The Autoencoder proposed uses three steps: upload data, feed, and backprop-
agation. In addition, there are 3 seismic events chosen to show the accuracy of training
and testing phase (points 948, 1035, and 1384 showed in table 5.2).A portion of the dataset
(last 688 values) is used of which 85% is given for training and 15% for testing. In fact,

Information Technology Engineer / Mathematician33 Graduation Project



School of Mathematical and Computational Sciences Yachay Tech University

Table 5.2: Binary structure and PCA.

Number Month/Year Binary number PCA value IGEPN data
1 01/1901 0 0 0 0 0 0 0 0 0 0 1 0,973782946 yes
2 02/1901 0 0 0 0 0 0 0 0 0 1 0 0 no
3 03/1901 0 0 0 0 0 0 0 0 0 1 1 0 no
... ... ... ... ...
948 12/1979 0 1 1 1 0 1 1 0 1 0 0 0,860190358 yes
... ... ... ... ...
1035 03/1987 1 0 0 0 0 0 0 1 0 1 1 0,821793129 yes
... ... ... ... ...
1384 04/2016 1 0 1 0 1 1 0 1 0 0 0 0,689568257 yes
... ... ... ... ...
1434 06/2020 1 0 1 1 0 0 1 1 0 1 0 0,608615533 yes

this portion of dataset is which has the major consecutive data recolection, this is evident
in Figure 5.4

Experimental results showed that the best architecture has 10 neurons in the hidden
layer because the rebuilt error decreases quickly. Another important value is the number
of epoch in the training phase which is 1000 because this produces the best accuracy in the
testing phase. Other hyperparameters that yield better performance are variables called
Eta = 0, 025, and alfa = 0, 5 that which are used to compute the error of hidden and
output layers. Finally, the hyperparameter Gain = 1.5 was used to compute the sigmoid
function. Figure 5.6 shows the features and results of this process. Letter A represents
the first input in the Autoencoder; letter B is the representation of the training process;
and letter C shows the prediction features in the output values.

The training phase is one of the most important parts in Autoencoder implementation
to achieve good results in the prediction phase, specifically maintaining almost exactly the
values of the PCA vector is the main objective of this phase. In a particular way, it is
interesting to observe in Figure 5.7 how the peaks that are indicators of earthquakes with
large magnitudes and catastrophic consequences are reproduced maintaining the values of
the input data. The values that are calculated in the hidden layer of this phase are used
later in the prediction of seismic events.

For the testing of the predictive model, 104 data were used that represent approximately
9 years of prediction, it should be noted that this period of time was never taken into
account for any other process that is different from the prediction. Figure 5.8 shows
the comparison between the PCA data and the prediction made by the model. A result
to be highlighted is visible in the control point located at data 638, which shows with
reasonable precision the time and the PCA value corresponding to the earthquake that
occurred in April 2016. In addition, a positive sign that the model works properly is that
the prediction loses precision as time advances into the future, this is approximately 25%
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of the final stretch of the graph shown in Figure 5.8.
The method proposed in this work is new, the main objective of which is to reproduce

binary data, and that in this reproduction attempt of data binary was achieved values of
PCA with a reasonable prediction and small error margins.

Figure 5.6: This Graph represents the conditions of how the Autoencoder works.
Form A: is the beginning of the work in the Autoencoder implementation. Here, Hidden
weights have the value O. For this reason, the diagram is white. The output and the
Hidden Layer have randomized values, and they do not have the required representation.
Form B: is the finish of the training phase. Here, Hidden weights take positives and nega-
tives values, red and yellow respectively, that make a diagram of the main characteristics
of input data. The output representation is the same as the target that is expected.
From C: is the testing phase. Here, the Hidden weights diagram is the same that the
training phase. output representation shows a similar shape to the target which is the
prediction expected.
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Figure 5.7: PCA vs Output values in training phase.

Figure 5.8: PCA vs Prediction values in testing Phase.

Information Technology Engineer / Mathematician36 Graduation Project



Chapter 6

Conclusions and Future Works

Since human beings built their homes on the earth’s crust, earthquakes have caused the
enormous economic and human loss through the ages. For example, while writing the
present undergraduate work; Haiti was shaken by a seismic of 7.2 on the Richter scale,
causing enormous human and physical losses [35] [24]. On the other hand, artificial neural
networks, and machine learning are tools that scientists use to predict this phenomenon’s
occurrences. Thus, this work through the techniques of Support Vector Machine, Princi-
pal Component Analysis and Autoencoder presents a promising tool to efficiently predict
earthquakes in Ecuador.

The data provided by IGEPN was selected in a good manner to do a homogenized
table with one meta attribute and eight features. This selection ensured that SVM and
PCA inside to Orange Application work efficiently to calculate the outliers and compute
one component of PCA. In addition, normalize PCA vector helps to found standardized
values, which becomes the inputs to the autoencoder.

The autoencoder was implemented in Borland C++ and received as input unlabeled
data the PCA component and the time at which the attached earthquake event happens. In
particular, the time variable was converted to a binary coded decimal (BCD) arrangement,
where the related input neurons assume the values 0 or 1, and the time always moves
forward. The logic behind this procedure is that in its quest to reconstruct pure binary
information the autoencoder also reconstructs earthquake prediction in efficient way. When
writing the code, a difficult task was to find appropriate hyperparameter values like the
number of neurons in the hidden layer, percent used to training and testing phase, the
number of the epoch, and the reduction and standardization of the irregular available data.
The combination of PCA and a binary reconstructing autoencoder proves to be a powerful
combination that produces auspicious results, with a better prediction performance as
compared with other studies carried out in the same field.

The results obtained in this work could help the Secretaŕıa de Gestión de Riesgos, which
is the Ecuadorian government organization that aims to protect the life and property of
the affected population, caring for and protecting their rights [36], as well as other public
and private entities to plan, manage and minimize the serious effects of earthquakes. In
addition, with time as a predictor variable, they would have a reasonable time to develop
effective measures that contribute to avoiding life and economic losses at the time of the
earthquake.
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6.1 Future Works
A future task that remains to be carried out is the prediction of the place where an
earthquake might occur. This aim is possible because the data provided by IGEPN has
parameters values of latitude and longitude. Therefore, with machine learning techniques
and artificial intelligence, it is possible to map these attributes and make clusters to locate
possible places where an earthquake will occur.

Finally, earthquake prediction is a very difficult task to perform, but at the same time,
good results have been bringing about using different ANN techniques. Although, if this
objective is achieved, the governmental institutions of the respective countries would have
the opportunity to save several human lives and build contingency plans in the possible
affected areas.
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