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que el texto del presente trabajo de titulación no podrá ser cedido a ninguna empresa edi-
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Abstract

Ecuador has several seismicity sources, including the Nazca – South America megathrust

in the west, the Interandean Fault System (IFS) between the Cordilleras Occidental and

Real, and an active back-arc fold and thrust belt in the East. The surface deformation

associated with the subduction megathrust has been well constrained in prior studies,

but this is not the case for the other two systems, representing a significant gap in the

characterization of seismic hazards. The IFS runs directly under or close to several major

cities, including Quito, Riobamba, and Ibarra. Earthquakes have destroyed all these cities

in the past. Near Quito, the IFS has a fault called the Quito Fault, which is a thrust fault

that underlies and uplifts the city.

This study performs Interferometric Synthetic Aperture Radar (InSAR). InSAR is a

tool to characterize the deformation caused by different sources, including faults and land-

slides using Synthetic Aperture Radar (SAR) images. The processing used in this project

will use 280 Sentinel-1 images taken over the area of Quito and the valleys to its east. Then,

we use time-series analysis to obtain deformation rates. Moreover, we addressed the main

methodological aspects of the processing steps and their implications. The processing of

the data collected of Sentinel-1 is an expensive task, so we need to use a High-Performance

Computing (HPC) system and different computational techniques for spaceborne geodetic

data to process all the data collected in this project.

In general, our results contribute to having a better understanding of seismic hazards

in Ecuador. The overarching goal of this work is to develop a deformation map constructed

by the deformation caused by the Quito Fault and other sources.

Keywords: InSAR, SAR processing, SBAS, ISBAS, Ecuador
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Resumen

En Ecuador existen varias fuentes de sismicidad, estas incluyen la mega falla Nazca-

Sudamericana en el oeste, el Sistema de Fallas Interandinas (SFI) entre las Cordilleras

Occidental y Real, y un cinturón de pliegues y fracturas del arco posterior activo en el

este. La deformación superficial asociada a la mega falla de subducción ha sido bien delim-

itada en estudios anteriores, pero no es el caso de los otros dos sistemas, lo que representa

un vaćıo importante en la caracterización de los riesgos śısmicos. El SFI pasa directamente

por debajo o cerca de varias ciudades importantes, como Quito, Riobamba e Ibarra. Los

terremotos han destruido todas estas ciudades en el pasado. Cerca de Quito, el IFS tiene

una falla llamada Falla de Quito, que es una falla de empuje que subyace y eleva la ciudad.

Este estudio usa la técnica del Radar de Apertura Sintética Interferométrica (InSAR).

InSAR es una herramienta que permite caracterizar la deformación causada por diferentes

fuentes, incluyendo fallas y deslizamientos, utilizando imágenes de Radar de Apertura

Sintética (SAR). Para el desarrollo de este proyecto se utilizará 280 imágenes del satélite

Sentinel-1 tomadas sobre la zona de Quito y los valles del este. A continuación, utilizare-

mos un análisis de series temporales para obtener los ı́ndices de deformación. Además,

abordaremos los principales aspectos metodológicos de los pasos de procesamiento y sus

implicaciones. El procesamiento de los datos recogidos de Sentinel-1 es una tarea costosa,

por lo que necesitamos utilizar un sistema de computación de alto rendimiento (HPC, por

sus siglas en Inglés) y diferentes técnicas computacionales para datos geodésicos espaciales

para procesar todos los datos recogidos en este proyecto.

En general esperamos que nuestros resultados contribuyen a tener una mejor com-

prensión de los riesgos śısmicos en Ecuador mediante la creación de mapas de deformación.

Palabras Clave: InSAR, SAR processing, SBAS, ISBAS, Ecuador

xi



School of Mathematical and Computational Sciences Yachay Tech University

Information Technology Engineer xii Graduation Project



Contents

Dedication v

Acknowledgments vii

Abstract ix

Resumen xi

Contents xiii

List of Tables xvii

List of Figures xix

1 Introduction 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Tectonic Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4.1 General Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4.2 Specific Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Theoretical Framework 7

2.1 Synthetic Aperture Radar . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 Resolution of a SAR system . . . . . . . . . . . . . . . . . . . . . . 8

2.1.2 SAR types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 SAR interferometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Interferometric coherence . . . . . . . . . . . . . . . . . . . . . . . . 11

xiii



School of Mathematical and Computational Sciences Yachay Tech University

2.2.1.1 Phase noise due to temporal change of the scatterers . . . 12

2.2.1.2 Phase noise due to different look . . . . . . . . . . . . . . 12

2.2.1.3 Phase noise due to volume scattering . . . . . . . . . . . . 13

2.2.2 Unwrapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Time Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3.1 Small Baseline Subset . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.2 Intermittent Small Baseline Subset . . . . . . . . . . . . . . . . . . 18

3 State of the Art 19

3.1 SBAS Parallel Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1.1 Process-Level Parallelization . . . . . . . . . . . . . . . . . . . . . . 20

3.1.1.1 Pleasingly Parallel Processing Steps . . . . . . . . . . . . . 20

3.1.1.2 Medium-Grained Data Parallelism . . . . . . . . . . . . . 21

3.1.1.3 Coarse-Grained Parallelism by Functional Decoupling . . . 21

3.1.2 Thread-Level Parallelization . . . . . . . . . . . . . . . . . . . . . . 22

3.2 Software for processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2.1 Sentinel Application Platform (SNAP) . . . . . . . . . . . . . . . . 22

3.2.2 GMT and GMTSAR . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4 Methodology 25

4.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2 Sentinel 1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.3 Experimental Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.4 Interferogram Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.4.1 Processing Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.5 Time Series Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.5.1 SBAS approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.5.2 ISBAS approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5 Results 35

5.1 SBAS results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5.2 ISBAS results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Information Technology Engineer xiv Graduation Project



School of Mathematical and Computational Sciences Yachay Tech University

6 Discussion 39

6.1 Technical Constrains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

6.1.1 Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

6.1.2 RAM and processing time . . . . . . . . . . . . . . . . . . . . . . . 40

6.1.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

6.2 Malchingui and San Miguel del Comun . . . . . . . . . . . . . . . . . . . . 41

6.3 San Antonio de Quito . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

6.4 Iñaquito parish of Quito . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

6.5 Solanda neighborhood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
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and 4= Pucará neighborhood. The white shaded area was used to create

figure 6.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

Information Technology Engineer xx Graduation Project



School of Mathematical and Computational Sciences Yachay Tech University

6.1 Left: Mean Line-of-sight velocities in the area near the Rosita quarry in San

Antonio of Pichincha delimited by the polygon -78.4312/-78.4211/0.0333/0.0394

(min longitude/max longitude/min latitude/max latitude). Right: Time se-

ries of the accumulated displacement in the period between 2015 to 2020 in

the location -78.4276/0.0351(lon/lat) indicated by the black star in the left

figure. The time series shows one large jump on (date) that is related to

an unwrapping error in a single interferogram, rather than a real ground

displacement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

6.2 Left: Mean Line-of-sight velocities in the Iñaquito parish of Quito near to the

Carolina Park delimited by the polygon -78.4854/-78.4751/-0.1773/-0.1673

(min longitude/max longitude/min latitude/max latitude). Right: Time

series of the accumulated displacement in the period between 2015 to 2020

in the location -78.4812/-0.1725(lon/lat) remarked in the black star in the

left figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

6.3 Left: Mean Line-of-sight velocities in the south of Quito at the Solanda

neighborhood delimited by the polygon -78.5479/-78.5376/-0.2765/-0.2673

(min longitude/max longitude/min latitude/max latitude). Right: Time

series of the accumulated displacement in the period between 2015 to 2020

in the location -78.5416/-0.2711(lon/lat) indicated by the black star in the

left figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

6.4 Left: Mean Line-of-sight velocities in the south of Quito at the Pucará
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Chapter 1

Introduction

1.1 Background

Interferometric Synthetic Aperture RADAR (InSAR) measures the phase difference be-

tween two Synthetic Aperture RADAR (SAR) images at different times from the same

orbital position [1]. There are several satellites that can produce these images such as

Sentinel, Envisat and ALOS that will be described later in more detail. The result of

this operation is known as an interferogram. It provides a unique tool for the quantitative

measurement of the surface deformation of the Earth produced by natural and non-natural

processes [6].

Over time many measurement techniques have been developed to study the Earth’s

surface deformation, for example, the space-geodetic and the InSAR techniques. These

techniques offered new opportunities for precise deformation monitoring in geomatics en-

gineering [7].

In [1], researchers constructed a literature review to determine all the applications of

InSAR in Central and South America. Figure 1.1 shows the applications and the area

of investigation. They classified the range of applications into seven categories according

to the study object: earthquakes, volcanoes, ice, subsidence and mining, landslides, and

wetland InSAR. In Ecuador, the principal applications are on earthquakes and volcanoes.

Volcanoes are the most monitored surfaces in Ecuador. The Tungurahua volcano was

studied in [8] and [9]; the authors created 13 interferograms to detect any deformation

between periods of activity in 1994, 1998, and 1999. Recently, [10] studied its activity

1
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Figure 1.1: Central and South American sites investigated with InSAR and related tech-
niques between 1996 and 2020. Adapted from [1]

between July 2003 and June 2009 using 22 Envisat images. A large study over volcanoes

of Colombia, Ecuador, and Peru was done by [11] using 465 ascending SAR scenes for

27 frames acquired between the end of 2006 and the beginning of 2011 by the ALOS

satellite, the Ecuadorian volcanoes studied were Sangay, Tungurahua, Guagua Pichincha,

and Reventador. These studies provided a high-density map of measurements, in order

to constrain the magma plumbing system during pre-eruptive, co-eruptive, post-eruptive

deformation. Other studies on Ecuadorian volcanoes are described in [12] and [13].

Earthquakes are the other events studied in Ecuador. Recently, the Pedernales earth-

quake which occurred on 16 April 2016 has been studied in [14, 15, 16] using the data of

Sentinel 1-A and ALOS-2 satellites. The results shows an elliptical fringe pattern with a

maximum 65 cm ground motion away from the satellite, consistent with subsidence and

trench ward horizontal motion above the base of the rupture zone. In addition, another

surface faulting event that occurred in the Pisayambo area on 26 March 2010 was studied

in [17].
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Ecuador is located in a tectonically active zone with several sources of seismic hazard

that are not well defined. In particular, active faults in the Interandean Valley are chal-

lenging to locate in the field due to extensive volcanic cover. This is a pressing concern

since the valley is home to about half of the population of Ecuador.

We perform InSAR processing of data from Sentinel-1 in the dry Interandean Valley

to generate a large set of interferograms, contribute to the characterization of the Quito

Fault, and measure the surface deformation over the area of Quito (See Fig. 1.3).

1.2 Tectonic Setting

Ecuador is sliced by multiple large fault systems, which include the offshore subduction zone

megathrust between the South American and Nazca plates, a back-arc fold and thrust belt

(eastern sub-Andean belt), and an intra-arc complex fault system, known as the Cosanga-

Chingual-Pallatanga-Puna fault system (CCPP), see Fig. 1.3. The latter accommodates

the northward motion of the North Andean Sliver and has been host to many damag-

ing earthquakes over the last few hundred years [2], see Fig. 1.2. The location of the

CCPP coincides with the inter-Andean Valley, which is home to approximately 60% of the

population of Ecuador, representing a source of seismic hazard.

With increasing data, such as geologic observations, better earthquake locations, and

GPS, these systems are becoming better known, see Fig. 1.3. However, a challenging

landscape that includes 80+ active volcanoes, rapid erosion due to the uplifting mountains,

dense vegetation areas and precipitation means the exact locations and movement rates

are often unquantified. Only the Pallatanga segment of the CCPP has been thoroughly

characterized from a paleoseismological perspective [18]. In this study, we aim to better

characterize the unrban area of Quito, which runs near the Quito Fault System, and to

identify other unknown fault segments that may affect the Ecuadorean Andes, given the

poor characterization thus far.

1.3 Problem Statement

As it is described in Section 1.1, most InSAR studies realized in Ecuador have been applied

on areas over volcano and earthquakes epicenters without an analysis of deformation over

Information Technology Engineer 3 Graduation Project
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the years. The studies that created a time series analysis on the area of the metropolitan

area of Quito were done in [19] by using 19 European Remote Sensing (ERS) acquisitions

collected in descending mode between May 1993 and September 2000, and in [20] by using

105 images acquired in descending mode between October 2014 and November 2018 from

the satellite Sentinel 1.

The increasing of SAR sensors orbiting the Earth has increased the availability of data

that can be analyzed. New images arrive every few days, new data processing chains are

required to obtain new interferometric results. In addition, ground deformation time-series

computation requirements will significantly increase with the availability of new sensors

and new images.

1.4 Objectives

1.4.1 General Objective

Construct deformation maps with different InSAR methods by processing an extensive

data set of SAR images acquired by the satellite Sentinel 1 with information over the area

of Quito.

1.4.2 Specific Objectives

• Generate a large set of interferograms using the data available from the satellite

Sentinel 1 and process the generated interferograms to do a multi-temporal InSAR

analysis.

• Adopt suitable computational methods to perform the computationally intensive

processing stages of the SAR interferometric processing by exploiting the capabilities

of High-performance computing (HPC) systems.

• Take into account the temporal relationships among long-term sequences of SAR

acquisitions and obtain the evidence of the ground surface changes over time caused

by human activities or natural hazards.
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Figure 1.2: Historic earthquakes in the Interandean Valley and Cordillera (blue circles,
scaled by magnitude). Figure adapted from [2]. The blue box highlights the study area.
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Figure 1.3: The best-characterized fault segments from [3] based on geologic data, earth-
quake epicenters, focal mechanisms, and GPS results. While this characterization is ad-
equate for a national hazard study, these faults are not constrained well enough for local
hazard assessments. NAS, North Andean Sliver; SOAM, South American plate; INCA,
Inca sliver; red star, Quito; blue box highlights the study area.
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Chapter 2

Theoretical Framework

This chapter introduces the fundamental principles for following this resarch. First, we

will review the concept of Synthetic Aperture Radar; then, we will address the theory

behind SAR interferometry, followed by its limitations; finally, we describe the methods

for creating time series.

2.1 Synthetic Aperture Radar

Synthetic Aperture Radar (SAR) is a coherent, active microwave remote sensing instru-

ment, which is known due to its capability to efficiently map the scattering properties of

the Earth’s surface [6]. The SAR sensor is mounted on an aircraft or satellite. It is a

form of radar that can create two-dimensional or three-dimensional image reconstructions

of objects. This technique implies a projection from the three-dimensional object space to

a planar two-dimensional radar image.

The radar system transmits electromagnetic pulses with high power and receives the

echoes of the backscattered signal sequentially. Typical values for the pulse repetition

frequency range from a few hundred to a few thousand Hertz for airborne and spaceborne

systems, respectively [21]. The radiation transmitted from the radar has to reach the

scatterers on the ground and then come back to the radar in order to form the SAR image

(two-way travel)[4].

SAR is an active imaging sensor; it works without the need for an external energy

source. Moreover, since it typically operates in the microwave region of the electromagnetic

spectrum, it can be used efficiently in any meteorological condition and with a complete
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Figure 2.1: A SAR system from a satellite. Adapted from [4].

day-and-night operational capability [6].

A digital SAR image is seen as a two-dimensional array formed by columns and rows

containing small picture elements (pixels). Each pixel is associated with a small region of

the Earth’s surface called a resolution cell. It contains a complex number that provides

amplitude and phase information concerning the microwave field backscattered by all the

scatterers (rocks, vegetation, buildings, others.) within the corresponding resolution cell

projected on the ground [4]. See the geometry of a SAR antenna in Figure 2.1, where the

direction along the slant-range direction is usually called the Line of Sight (LOS).

2.1.1 Resolution of a SAR system

The location and dimension of the resolution cell in azimuth and slant-range coordinates

depend only on the SAR system characteristics [4]. When we refer to the resolution of an

image, we should treat it as Range resolution and Azimuth resolution, (see fig. 2.1).

• Range Resolution: refers to the across-track dimension perpendicular to the flight

direction.

• Azimuth Resolution: refers to the along-track dimension parallel to the flight

direction.
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2.1.2 SAR types

Depending on the frequency band, considerable penetration can occur so that the imaged

objects and media must be modeled as a volume (e.g., vegetation, ice, snow, dry soil). More

penetration of the electromagnetic pulses in media will occur for radar systems using longer

wavelengths which usually have an accentuated volume contribution in the backscattered

signal [21]. Different frequency bands are shown in table 2.1.

Table 2.1: Synthetic Aperture Radar types according to the transmitted frequency.

Frequency Band Frequency [GHz] Wavelength [cm] Antenna
Ka 40–25 0.75–1.2 Astra 3B
Ku 17.6–12 1.7–2.5 Astra 3B
X 12–7.5 2.5–4 Kompsat-5, PAZ
C 7.5–3.75 4–8 Sentinel-1a/1b
S 3.75–2 8–15 HJ-1C
L 2–1 15–30 ALOS/PALSAR, ALOS-2
P 0.5–0.25 60–120 BIOMASS (2023)

The most common uses of SAR antennas vary according to the wavelength, and the

frequency bands are: The P and L bands are used in biomass estimation, subsurface

imaging, and foliage penetration. The L, C, S, and X bands are used in agriculture and

subsidence monitoring. The X and Ku bands are used for snow monitoring. Finally, the

X and Ka bands are used for high-resolution imaging [21].

2.2 SAR interferometry

Each SAR image pixel phase contains information that is accurate to a small fraction of

the radar wavelength. It is possible to detect and measure tiny path length differences

with centimetric or even millimetric accuracy [21].

A satellite SAR can observe the same area from slightly different look angles. The

inclination of the antenna with respect to the nadir is called the off-nadir angle. The

distance between the two satellites (or orbits) in the plane perpendicular to the orbit is

called the interferometer baseline, and its projection perpendicular to the slant range is

the perpendicular baseline [4], see Fig. 2.2.
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Figure 2.2: Geometric parameters of a satellite interferometric SAR system. Adapted from
[4]

Because satellites travel in predictable and repeatable orbits, SAR images are obtained

for nearly the exact location. The interferogram between two of these images provides

quantitative measures of the changes in elevation of the surface. Mathematically, an inter-

ferogram takes in the following parameters:

• The perpendicular baseline to the line of sight (LOS) Bn.

• The radar-target distance R.

• The displacement between the resolution cells along the perpendicular to the slant

range, qs.

• The wavelength of the radar λ.

The interferometric phase variation is computed in [22], where both SAR images are

composed of a regular grid with complex values, v1 and v2, they are decomposed in a phase

and an amplitude component as follows:
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v1 = |v1|ejψ1 ,

v2 = |v2|ejψ2 .
(2.1)

Where ψ1 and ψ2 represents the observed phase. These values in the two images for

the resolution cell M are:

ψ1M = −2π2R1

λ
+ ψscat,1M ,

ψ2M = −2π2R2

λ
+ ψscat,2M ,

(2.2)

where ψscat,1M and ψscat,2M are the noise contributions to the phases of both images, and

R1 and R2 are the geometric distances. In this case, we are ignoring the phase contributions

due to the noise produced by the signal propagation delay. These characteristics are equal

on both acquisitions, ψscat,1M = ψscat,2M .

Then, after aligning and re-sampling the v2 grid to the corresponding location of v1,

the complex interferogram is generated by the complex multiplication:

v = v1v
∗
2 = |v1||v2|ej(ψ1−ψ2) (2.3)

The interferometric phase can be writen as:

φM = (ψ1 − ψ2) = −4π(R1 −R2)
λ

= −4π∆R
λ

. (2.4)

where ∆R is the variation of the travel path difference and is determined by ∆R =

−2Bnqs

R
[4].

Fig. 2.4 shows an example of the phase differences obtained for a pair of SAR images

acquired by the Sentinel 1 SAR satellite of the European Space Agency.

2.2.1 Interferometric coherence

InSAR techniques work under coherent conditions; the pulses received need to be correlated

between both SAR acquisitions. In an interferometric application, spatial coherence is

the most important to consider. Coherent radar echoes, that is, those with measurable

phase and amplitude, will be correlated with each other if each represents nearly the same

interaction with a scatterer or set of scatterers [23].
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The loss of coherence is known as decorrelation and, it can be defined as the presence

of noise in the interferogram phase. The complex coherence of two zero-mean complex

signals v1 and v2 is defined in [24] as:

γ =

∣∣∣∣∑N
n=1 v

(n)
1 v

∗(n)
2

∣∣∣∣√∑N
n=1

∣∣∣∣v(n)
1

∣∣∣∣2∑N
n=1

∣∣∣∣v(n)
2

∣∣∣∣2
. (2.5)

When the two radar images are precisely the same, correlation equals one, and when

they are entirely different, the correlation approaches zero [25]. Three main contributions

to the phase noise that should be taken into consideration are caused due to temporal

change of the scatterers, different look angles, and volume scattering.

2.2.1.1 Phase noise due to temporal change of the scatterers

In a water basin or densely vegetated areas, the scatterers change totally after a few

milliseconds, whereas exposed rocks or urban areas remain stable even after years. Of

course, there are also intermediate situations where the interferometric phase is still valid

even if corrupted by change noise [4]. Temporal decorrelation is one of the principal

constraints of InSAR technology and especially over vegetated regions, where decorrelation

rises with the amount of vegetation cover because the scatterers of the plants sensibly

change over time [25]. It is more significant at the lower frequencies (C-band) than at

the higher frequencies (L-band). For this reason, the use of L-band SAR data, provided

(for instance) by the ALOS-1/2 Japanese RADAR instrument, is advantageous for the

monitoring of surface height and the changes over time of terrain covered by vegetation

[6].

2.2.1.2 Phase noise due to different look

The consequence of the different look angle influence is a critical baseline over which the

interferometric phase is complete noise. The critical baseline depends on the ground range

resolution cell (and thus, the terrain slope), radar frequency, and sensor-target distance.

This phase noise term, however, can be removed from the interferogram employing a pre-

processing step of the two SAR images known as spectral shift or standard band filtering

[4].
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2.2.1.3 Phase noise due to volume scattering

The critical baseline reduces in the case of volume scattering when the elementary scatterers

are not disposed on a plane surface but occupy a volume [4].

Several noise-filtering methods have been developed over the last three decades to

reduce the decorrelation noise in single InSAR interferograms [26, 27, 28]. Recently, new

hybrid multi-temporal InSAR noise-filtering approaches have also been proposed [6].

2.2.2 Unwrapping

One of the most complex and essential steps in the analysis of InSAR data is the extrac-

tion of the absolute phases from the available wrapped values [29]. This step is called

two-dimensional phase unwrapping. Phase can be measured only modulo 2π, so physi-

cal quantities derived from interferometric phase data are wrapped with respect to some

modulus or ambiguity and must be unwrapped to provide meaningful information [30].

The two-way interferometric phase is always between 0 and 2π, representing in the case of

Sentinel 1 a maximum path-length difference of 2.77 cm, half the satellite wavelength of

5.55 cm. Unwrapping is the process of adding the correct integer multiples of 2π to the

interferometric fringes to resolve the phase discontinuities [4]. This problem was proved

as an NP − hard (a problem that complexity theory suggests is impossible for efficient

algorithms to solve exactly since it is a special case of the minimum concave cost network

flow problem.) [31].

However, deformation in the area of interest and atmospheric noise caused by tropo-

spheric and ionospheric effects can give rise to multiple phase cycles. A solution for this

problem was proposed in [29, 30, 31] and, it is an excellent technique to measure the surface

topography, deformation, or velocity. The generation of Digital Elevation Models (DEM)

is one of its applications. The DEM is used to apply topographic corrections.

The 1-D case has the effect of returning a wrapped phase signal to a continuous phase

signal that is free from 2π jumps as it is explained in Figure 2.3. Figure 2.4 shows an

example of a two-dimensional case: a wrapped interferogram and an unwrapped interfer-

ogram.
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Figure 2.3: Mono-dimensional phase unwrapping. Adapted form [4]

2.3 Time Series

The InSAR applications are not only used to monitor deformation events on specific dates.

Likewise, they are used to analyze the temporal deformation of prolonged events such as

time series. The time series are created using more than two SAR images [6, 32, 33].

The InSAR technology plays an essential role in surface displacement analysis and

monitoring. However, we must remark that it also has critical limitations, the most relevant

being those due to the noise effects on the interferograms known as the decorrelation

phenomena. These phenomena are solved by the creation of time series [34]. During the

last three decades, there were developed two groups of algorithms, the Small Baseline

Subset method [32], and the Permanent Scatterers [33]. The principal difference between

both methods is the criteria for pairing the SAR images to create the interferograms.

In this study, we are going to use the SBAS method [32], and an approach based on it

called Intermittent SBAS [35].
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Figure 2.4: Example of one obtained interferogram between images obtained on 2020–03-
09 and 2020–03-15. (Top) interferogram with wrapped phase with range between −π to
π. (Bottom) unwrapped solution rewrapped modulo 10 rad (1.59 cycles) for display.

2.3.1 Small Baseline Subset

The SBAS procedure allows us to produce mean deformation velocity maps and deforma-

tion time series for each coherent pixel of an investigated area [32]. Since its development,

it has provided the capability to detect and investigate deformation phenomena; and, it has

been already shown in different applications, primarily based on exploiting the European

Remote Sensing (ERS) SAR data, acquired in C-Band [34].
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The main idea of SBAS is to select the interferometric pairs guided by the need to

preserve the Spatio-temporal correlation [5]. It can be achieved by setting a maximum

threshold of spatial and temporal separation, which means that the generated interfero-

grams are characterized by a small spatial and temporal baseline and, as well, by a minor

frequency. As a consequence of these limitations, the SAR images associated with the

interferograms generation could be grouped in several independent small baseline subsets

that must be linked appropriately in order to retrieve the deformation time series [34]. A

detailed discussion on the SBAS approach is clearly outside the scope of this work and can

be found in [32].

The generation of a number M of interferograms represents the starting point of the

proposed technique, involving a set of N + 1 SAR images relative to the same area and

acquired at the ordered times (t0, . . . , tN). We assume that the phase signal of each un-

wrapped interferogram is referenced to a pixel characterized by high coherence, whose

deformation behaviour is located in a non-deforming zone.

Now, refer to a generic pixel of our SAR images with azimuth and range coordinates

(x; r). The expression for the j-interfergram computed from the SAR acquisitions at times

tA and tB according to [32] is:

δφj(x, r) = φ(tB, x, r)− φ(tA, x, r)

≈ 4π
λ

[
d (tB, x, r)− d (tA, x, r)

]
+ 4π

λ

B⊥j∆z
r sin θ

+ 4π
λ

[datm(tB, x, r)− datm(tA, x, r)] + ∆nj,∀j = 1, . . . ,M,

(2.6)

where φ(tB, x, r) and φ(tA, x, r) represent the phases of the two images involved in the

interferogram generation. The first term represented by dB(tB, x, r) and dA(tA, x, r)] are

the radar line of sight projections of the cumulative deformation at times tA and tb, with

reference to the acquisition time tp, this implies that φ(t0, x, r) = 0,∀(x, r). The second

term accounts for possible topographic artifacts ∆z that can be present in the DEM; it

depends on the perpendicular baseline component B⊥j, the sensor-target distance r and the

look angle θ. The terms datm(tB, x, r) and datm(tA, x, r) accounts for possible atmospheric

phase artifacts and the last term ∆nj for the decorrelation phenomena and by the thermal

noise effects.
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With expression in 2.6, we can define the following system of equations M in unknowns

N as the following matrix representation:

Aφ = δφ, (2.7)

where φ is the vector of N unknown phase values associated with the deformation of

the considered pixel, φT = [φ(t0), . . . , φ(tN)]. The vector δφ consists of the M known

values of the pixel computed by the interferograms, δφT = δφ1, . . . , δφM . The matrix A

is a M ×N matrix that directly depends on the set of interferograms generated from the

available data. Note that the SBAS technique implies a pixel-by-pixel temporal analysis.

The equation system in (2.7) can be modified in such a way as to replace the unknowns

with the mean phase velocity between time-adjacent acquisitions and the new unknowns

become:

vT =
[
v1 = φ1

t1 − t0
, . . . , vN = φN − φN−1

tN − tN−1

]
. (2.8)

and, we get a new system of equations represented by:

Bv = δφ, (2.9)

wherein B represents an M ×N matrix whose expression can be found in [32].

A simple solution for inverting the system in 2.9 is provided by the Singular Value

Decomposition (SVD) method. This method allows us to evaluate the pseudo-inverse of

the matrix B. The velocity vector v allows us to mitigate the presence of significant

discontinuities in the final result [34]. Finally, an additional integration step is necessary

to compute the solution φ from the estimated vector v.

To summarize, the SBAS procedure allows us to satisfy two essential requirements:

maintain the capability of the system to provide spatially dense deformation maps by

employing SAR data pairs with small baseline values, and maximize the temporal sam-

pling rate of the retrieved displacements signals by employing almost all the usable SAR

acquisitions.

Consequently, the SBAS approach permits us to detect and follow the temporal evo-

lution of surface deformation with a high degree of temporal and spatial coverage using a

set of interferograms.
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2.3.2 Intermittent Small Baseline Subset

The Intermittent Small Baseline Subset algorithm described in [35] is based upon the

SBAS method that uses low-resolution, multi-looked interferograms that are individually

phase unwrapped. This method considers each interferogram separately, selecting and

unwrapping pixels with high coherence in that layer only. This method aims to adapt

SBAS to use the intermittent coherence of areas to expand the number and distribution of

point areas of ground deformation. It works as follow:

Let (x, r) be the row and column coordinates and j be the jth interferogram, there

are specific conditions on the selection of points (x, r) and layers (j). For any (x, r), only

those layers, j, for which there exists an unwrapped phase (pixels with high coherence) are

used. The number used, t, will differ from point to point. Furthermore, only those point

coordinates (x, r) for which t > T , where T is a threshold based on a specific number of

coherent interferograms, are used in the analysis. The value of the threshold T selected is

based on two criteria: maximizing T to reduce uncertainty in the solution and minimizing

T to increase the spatial distribution of points. The final selection of the threshold is a

trade-off between these two properties.

A solution that closely matches the SBAS solution would be to set T as a large number

close to the number of interferograms available. However, it is unlikely since it would result

in any improvement in the number and distribution of points, and therefore smaller values

of T are considered.

Information Technology Engineer 18 Graduation Project



Chapter 3

State of the Art

Researchers developed advances in ground deformation time-series computation in recent

years. The recent advances are focused on adopting suitable computational methods for

generating and processing large data sets of interferograms [1]. The first section of this

chapter will describe a processing chain for processing a large group of interferograms.

The second one describes a project that exploits the capabilities of a High-Performance

Computing architecture to provide interferometric products. Finally, the last section will

explain the software used to perform this processing.

3.1 SBAS Parallel Processing

The sequential implementation of the SBAS processing chain could be computationally

expensive when a large data set is processed. Specifically, the processing time of the SBAS

chain may be a limitation in case of emergency response situations or monitoring contexts.

Subsequently, results are required to be available in a short time [36].

The methodology proposed in [37] presents a parallel computing solution for the SBAS

processing chain, referred to as P-SBAS, which is particularly appropriate to exploit the

current available parallel hierarchal structures. This methodology has to lead the devel-

opment of different researches that focus on the processing of large SAR data sets such as

in [36, 38, 39, 40], and others. The advantage of parallel hierarchal platforms is applying

a dual-level parallelization strategy proposed as the process and the thread-level. The

algorithmic composition of the particular processing step (e.g., raw data focusing, image

co-registration, phase unwrapping) is essential to classify them according to a paralleliza-
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tion strategy.

Figure 3.1: P-SBAS workflow. Black/single and red/multilayered blocks represent sequen-
tial and parallel (from a process-level perspective) processing steps, respectively. This
scheme reduces to the SBAS sequential workflow when only one processor is employed.
From [5].

3.1.1 Process-Level Parallelization

Multiprocessor systems with distributed memory use this P-SBAS parallelization strategy.

Fig. 3.1 presents a synoptic representation of the suggested computational solution. It

schematically explains the modular composition related to the process-level parallelism

where red sections mean parallel-performed processing stages and black sections refer to

non-parallel computations and, different steps involve different parallelization approaches.

The three main parallelization strategies are the coarse, medium and granularity-based

strategies and are used according to a particular section of the processing chain [37]. We

will describe this parallelization strategies:

3.1.1.1 Pleasingly Parallel Processing Steps

This approach suggests a minimal effort to partition the application into independent par-

allel parts [41]. The processing steps A (raw data focusing), C (SAR image geometric
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co-registration), E (image co-registration refining), and G (interferogram generation) of

the SBAS elaboration chain (see Fig. 3.1) are desirable stages for being cast here. These

elaboration steps work on 2-D data, although the relevant algorithmic structure of the real-

ized functional can be rather complex. For example, raw data focusing (block A) applies to

a collection of SAR raw data. It can lead to a set of independent computations by treating

independently each elaboration of a single raw data that can naturally be executed concur-

rently into multiple processors. Similar considerations apply for the subsequent mentioned

stages. The benefits in terms of simplicity of realization and reduction of communication

costs are evident. The principal disadvantage of this strategy concerns the limited scal-

ability. Nevertheless, such a limitation may be reasonable when a large SAR dataset is

considered [37].

3.1.1.2 Medium-Grained Data Parallelism

This approach refers to data manipulation performed in parallel. This parallelism exploits

multiple processors that work on different portions of the data [41]. It relies on the fact

that the same operation needs to be applied to distinct parts of a large data structure. This

kind of parallelization has explicitly been exploited within the elaboration steps B (DEM

conversion in SAR coordinates) and J (spatial phase-unwrapping) of the SBAS processing

chain (Fig. 3.1), both dealing with the processing of large multidimensional (2-D and 3-D)

arrays that can be performed by separately executing the same elaboration on pieces of

the input data [37].

3.1.1.3 Coarse-Grained Parallelism by Functional Decoupling

This approach relies on analyzing an ad-hoc strategy for the phase unwrapping problem

[42](H and I stages), and its elaboration includes complex computations. It is not generally

possible to directly obtain independent calculations that can be solved in parallel. The

definition of the logic of this parallelization procedure takes preliminary considerations

on the algorithm structure of the optimized sequential version, and the inherent subtle-

flow dependencies need to be specified to reduce the solution into a set of independent

subproblems. The coarse-grained parallelism is implemented by distributing the individual

subproblems to participating processors in a round-robin fashion. In this case, it adopts
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static scheduling with minimum communication and synchronization cost [37].

3.1.2 Thread-Level Parallelization

It relies on a fine-grained parallelization and has been implemented just for the most

complex computational stages A, H, and I of Fig. 3.1. The phase unwrapping computation

and raw data focusing are the most time-consuming calculations. To complement the

coarse/medium-grained parallelization adopted in the previous section, it suggested a fine-

grained shared-memory parallelization strategy. An exhaustive discussion of the multi-

threading parallelization strategy requires a detailed algorithm structure analysis [37].

3.2 Software for processing

Various research groups base their systematic processing approaches on open-source soft-

ware such as Sentinel Application Platform (SNAP) and the Generic Mapping Tools Syn-

thetic Aperture Radar (GMTSAR) for the generation of differential interferograms [43].

3.2.1 Sentinel Application Platform (SNAP)

Sentinel Application Platform is a well-known architecture for ESA Toolboxes ideal for use

for Earth observation data. It is open-source software under the GNU GPL v3 license. The

European Space Agency (ESA) supports the project through the Scientific Toolbox Ex-

ploitation Platform (STEP). It encourages the scientific exploitation of the ERS-ENVISAT

missions, the satellites Sentinels 1,2,3, and several National and Third Party Missions. The

three toolboxes are respectively Sentinel 1, 2, and 3 Toolboxes. They contain some func-

tionalities of previous toolboxes that were developed over the last few years [44].

The Sentinel-1 Toolbox (S1TBX) consists of a set of processing tools, data product

readers and writers and, a display and analysis application to support the archive of data

from ESA SAR missions: ENVISAT, ERS-1 and 2, and SENTINEL-1, as well as other

SAR data such as RADARSAT-2, COSMO-SkyMed, TerraSAR-X and, ALOS PALSAR.

The multiple processing tools could be integrated within the graphical user interface and

run independently from the command line. The Toolbox incorporates tools for calibration,

speckle filtering, coregistration, orthorectification, mosaicking, data conversion, polarime-
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try and, interferometry [44]. Meanwhile, the Sentinel-2 Toolbox (S2TBX) and Sentinel-3

Toolbox (S3TBX) consists of a rich set of visualisation, analysis and processing tools for

the exploitation of Sentinel 2 and Sentinel 3 data respectively [44].

3.2.2 GMT and GMTSAR

The Generic Mapping Tools (GMT) system was launched in 1987 at Lamont-Doherty Earth

Observatory of Columbia University and is an open-source software. GMT is a collection

of command-line tools for manipulating geographic and Cartesian data sets and producing

high-quality illustrations ranging from simple x–y plots via contour maps to artificially

illuminated surfaces and 3D perspective views. Its tools include filtering, trend fitting,

gridding, projecting, and others. GMT allows users to manipulate 2D and 3D data to

generate process data, generate publication-quality illustrations, automate workflows, and

make animations.[45]

The software Generic Mapping Tools Synthetic Aperture Radar (GMTSAR) [46] is an

open-source InSAR processing system meant for users familiar with GMT. The GMTSAR

code is written in the C programing language and supports several fast Fourier transform

libraries built-in Fortran. It will run on any computer with the following dependencies:

GMT and Network Common Data Format (NetCDF).

The software has three main components:

1. A preprocessor to convert the native satellite format and orbital information into

a generic format for the following satellites: ERS-1/2, Sentinel-1A/B, Radarsat-2,

TerraSAR-X, COSMOS-SkyMed, ALOS-1, ALOS-2, and Envisat;

2. An InSAR processor to focus and align stacks of images, map topography into phase,

and form the complex interferogram; and

3. A postprocessor, mostly based on GMT, with two aims. The first is to filter the

interferograms. The second is to construct the interferometric products of phase,

coherence, phase gradient, and line-of-sight displacement in radar and geographic

coordinates.
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Chapter 4

Methodology

This chapter presents the overall methodology that we used in the development of this

research; we divided it into five sections: the first two ones describes the data provided by

the Sentinel 1 satellite; the third one characterizes the environment used to compute all

the data; the fourth describes the process used to generate the interferograms; the last one

describes the scheme for calculating the time series.

4.1 Data

The European Space Agency (ESA) obtained the images utilized under the Copernicus

Sentinel project; the images were downloaded from the repository of the Alaska Satellite

Facility (ASF). We utilized the pictures taken by the satellites Sentinel 1-a and 1-b in

ascending orbit on path 120 between -0.3° and 0.4° latitude and, between -78.71° and -

77.87° longitude (see Fig. 1.3). We downloaded and processed 280 pictures taken within

the north of Ecuador between October 2014 to October 2020.

In addition to the Sentinel Data, the other necessary inputs are a high-resolution Dig-

ital Elevation Model (DEM) in GMTSAR-readable format (GMT .grd file) and the orbit

files for Sentinel-1. We used the Shuttle Radar Topography Mission (SRTM) 1-arcsecond

dataset from NASA for the DEM, corrected to the WGS84 ellipsoid datum by removing

the EGM96 geoid model. All these data are freely available. We obtained the orbit files

from the ESA. The orbit files are records of the exact position of a SAR satellite in space

during the time the image was taken, which is needed for computing topographic effects

and geo-coding the data.
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4.2 Sentinel 1 Data

Sentinel-1 has been in orbit since April of 2014. It has provided complex images with

phase and amplitude information from throughout the world. We will focus on the Quito

area since that is a dry zone with low vegetation. These area conditions are ideal for

obtaining clear images from Sentinel-1 with low noise, which can be used to detect surface

deformation.

Sentinel-1 works with a frequency of 5.405 GHz (C-band). This frequency range typ-

ically reflects from the surface and top layer of the forests, making interferometry one of

its most popular applications.

The Sentinel 1 satellites provide us the following products:

• Level 0: These products contain compressed and unprocessed instrument source

packets, with additional annotations and auxiliary information to support process-

ing. They require SAR processing and can be used by scientists testing SAR data

processing. The data is provided as XML and TIFF files [47].

• Level 1: These products contain focused data. It is the product intended for most

data users and is generally available. Level-0 products are processed into a Level-1

product by applying algorithms and calibration data to form a baseline engineering

product. We can generate focused Level-1 Single Look Complex (SLC) products and

Level-1 Ground Range Detected (GRD) products [47].

• Level 2: These products consists of geo-located geophysical products derived from

Level-1. Level-2 Ocean (OCN) products for wind, wave, and currents applications

may contain the following geophysical components [47].

For the purpose of this work, we will process the level-0 XML and TIFF products to

generate the level-1 SLC and GRD products.

4.3 Experimental Environment

The generation of interferograms and the computation of large time series are computa-

tionally expensive tasks and a challenge for current computer technologies. The methodol-
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ogy presented in this work takes advantage of many decades of numerical computing and

numerical mathematics used under the hood. Furthermore, the satellite data requires con-

siderable storage, usually on the order of terabytes. This characteristic makes it impossible

to process meaningful results on a regular laptop or desktop computer.

This project uses a tool constructed on the Generic Mapping Tools (GMT) and GMT-

SAR. These tools are open-source and freely available online. Since the generation of

interferograms and time series are computationally expensive, these calculations were ex-

ecuted in a High-Performance Computing system.

We used High-Performance Computing (HPC) infrastructure provided by the Ecuado-

rian Corporation for the Development of Research and Academia (CEDIA) to process the

interferograms and compute the time series. We used the NVIDIA DGX A100 HPC system

with 256 CPU cores supporting two threads and one terabyte of RAM. It uses the Ubuntu

20.04.2 LTS operating system with the 5.4.0-74 version of the Lunix kernel. The current

implementation does not take explicit advantage of the GPU capabilities of the system;

although, that is a direction we might explore in the future.

4.4 Interferogram Generation

4.4.1 Processing Flow

Firstly, we used the orbit files to determine how the frames match up when combining

several images as one. We combined the 280 images before processing, resulting in 184

images available to perform the interferograms. We also cropped the images between

−0.3° and 0.4° latitude to focus on our area of interest near Quito (see Fig. 1.3). This

preprocessing has two aims. The first is to reduce the size of each image to a specific area

of interest, as each Sentinel-1 image typically covers an area of 400km2. The second is to

decrease the storage needed for the images since each image is 8GB, as we need to consider

the storage capabilities of our computing environment.

In the next step, we need to preprocess the input images and generate their products:

the Single Look Complex (SLC), parameter (PRM), and leader (LED) files in the GMTSAR

format. The SLC file contains the amplitude and phase of each pixel. The PRM and LED

files to have metadata related to the image timing and geometry.

Information Technology Engineer 27 Graduation Project



School of Mathematical and Computational Sciences Yachay Tech University

Figure 4.1: Methodology to create interferograms

Further, this step creates the baseline plot. This plot contains information on the

perpendicular baseline and the date the satellite took the image. The plot displays each

orbit by its time (x-axis) and perpendicular distance from the reference orbit (y-axis).

In the perfect scenario of exact parallel orbits and aligned acquisitions, co-registration

would only need to compensate for the differing geometry due to the different view angles

[4]. However, that is not the most common case. Instead, we have to choose a ’master’ or

’reference’ image to which all the others are aligned to achieve the goal of perfectly aligned

images.
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The reference image needs to be central in the baseline plot between all the images.

This baseline plot helps us pair the images and create a list of interferograms that could

be constructed (see Fig. 4.2). The selection of interferograms with a short temporal span

and a perpendicular baseline is helpful to reduce the noise in the images.

Figure 4.2: Distribution of the used SAR dataset in the temporal (x-axis) and perpendicular
baseline (y-axis) plane where the ’master’ or ’reference’ is located with baseline = 0 which
needs to be central in the baseline plot between all the images. This plot helps us as a
reference to create different lists of interferograms by connecting pairs of images.

Following this, we need to align the images to the reference image azimuth and slant

range (height and width). This alignment is also called co-registration, and it is frequently

based on a maximization of the cross-correlation [21].

We pair the images to create as many interferograms as we want. We used a default

selection that produced all possible interferograms with fewer than 24 days temporal span.

After that, we calculate the phase difference for each pair of images using the phasediff

software utility. Then, we reduced the noise produced by the atmospheric effects using a

Gaussian filter applied to all the interferograms.

Once we have generated and filtered all the interferograms, we use the SRTM DEM to

apply a topographic correction, which accounts for the parallax effect between two images

taken with a nonzero perpendicular baseline. Following this correction, we need to do

Information Technology Engineer 29 Graduation Project



School of Mathematical and Computational Sciences Yachay Tech University

phase unwrapping. This step was done with the help of the snaphu [30] software.

From the computational perspective, the generation of an interferogram requires the

following resources: one processor, 8GB of RAM available, and 5 GB of storage available.

The execution time of this process takes between 40 to 60 minutes. Each interferogram is

processed independently. Thus, we exploit the capabilities of an HPC system by running

each interferogram in a different processor while taking care of the RAM usage and storage

usage.

We need 8GB of RAM since the required memory is on the order of 100 MB per

1,000,000 pixels in the input interferogram [48]. The size of the images that we are working

on is 10,548 x 8,164 pixels.

Finally, we performed geocoding, which involves a transformation from the radar geom-

etry to the coordinates of a selected geodetic reference system[21]. The geocoding process

still needs the support of an external reference DEM to obtain more accurate geocoding

precision [49].

Fig. 4.1 shows the overall methodology used for the generation of the interferograms.

4.5 Time Series Calculation

Following the computation of the interferograms, we calculate a time series for several

different periods using the Small Baseline Subset (SBAS) method.

4.5.1 SBAS approach

For the processing of time series, we used the method described in [32] and the sbas software

utility of GMTSAR. It consists of the following steps:

• Discriminate the 427 unwrapped interferograms by doing quality control on the in-

terferograms. We discarded 105 of those due to high visible unwrapping errors,

atmospheric effects, or missing data. In particular, we omitted the ones collected be-

tween 2014 to 2016, when data acquisition was more sparse and with larger baselines.

The total number of interferograms that will be used is 322.

• We generated three interferogram lists. The first list contains the 48 interferograms
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generated during the year 2017 using 28 SAR images; the second list contains the 56

interferograms generated during the year 2018 using 30 SAR images, and; the third

list contains the 218 interferograms generated during the years 2019-2020 using 77

images. See Table 4.1.

• Create the connection graph with the interferograms used for each list of interfero-

grams. See Figure 4.3.

• Run SBAS processing for each list.

• Geo-code the results. We did the conversion of phase units to displacement units and

georeferenced the final products.

Table 4.1: Number of interferograms used to generate the time series with the SBAS
algorithm grouped by year.

Year(s) Number of
SAR images

Number of
Interferograms

2017 28 48
2018 30 56

2019-2020 77 218

We did it on three separate lists because the software requires allocating memory to

load all the interferograms. We saw the memory allocation as a disadvantage since the

available RAM will be used during all the processing time that could take hours or even

days.

4.5.2 ISBAS approach

For the processing of this approach, we used the code available in [50]. We followed the

following workflow:

• Discriminate the 184 images by data control. We identified images with missing data

using the interferograms that contain missing data. We found 36 images that needed

to be discarded; most of them were the ones taken in 2014 and 2015. The time range

for this approach is between September 2015 to October 2020, and we will be using

147 images.
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Figure 4.3: Interferograms used to generate the time series using SBAS. Yellow: interfer-
ograms generated in 2017. Red: interferograms generated in 2018. Blue: interferograms
generated in 2019-2020, the data from 2015 and 2016 were discarded due to the data
acquisition was more sparse and with larger baseline.

• Create new interferograms. We need to create new interferograms to make new

connections between the images.

• Geocode the interferograms and make sure all of them have the same exterior bounds

by padding them with NaN values.

• Create the interferogram lists. We will use three lists with different numbers of

interferograms by using the interferograms generated with a 24, 18, and 12 days time

span. The first one uses 372 interferograms, the second one uses 269, and the last

one uses 169 (See Fig. 4.4).

• Run the experiments.
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Figure 4.4: Interferograms used to generate the time series using ISBAS. a) 169 generated
with a maximum time span of 12 days, b) 269 generated with a maximum time span of 18
days, and c) 372 generated with a maximum time span of 24 days.
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Chapter 5

Results

5.1 SBAS results

These results have already been published in [51] and [52]. In this section, we will summa-

rize these results.

Fig. 5.1 shows the obtained time series resulting from InSAR processing of Sentinel 1

images from an ascending orbit order with the SBAS method. Experimental results show

good coherence in urban areas and a few large rivers with exposed banks and bars. The

lack of coherence in other areas is primarily due to the C-band wavelength, used by the

Sentinel satellite, being dispersed by vegetation in other areas.

The mean line-of-sight (LOS) velocities ranges (maximum and minimum), the mean

value and the standard deviation are shown in table 5.1. These are relative velocities, and

thus the difference between the maximum and minimum values is more important than

the absolute velocity. The extreme values in these results could be caused by the two error

sources related to the estimation of the ionosphere and troposphere delays.

Table 5.1: Maximum and Minimum values and its locations, Mean and Standard Deviation
values calculated of the Mean LOS velocity from SBAS on each subset of interferograms.

Year
Minimum Maximum

Mean
Standard
DeviationMean LOS

velocity (mm/yr)
Location
(lon/lat)

Mean LOS
velocity (mm/yr)

Location
(lon/lat)

2017 -243.80 -78.42°/-0.11° -88.42 -78.47°/-0.08° -162.96 10.85
2018 -352.69 -78.52°/-0.33° -150.12 -78.47°/-0.35° -259.58 17.58

2019-2020 -270.52 -77.97°/0.04° -162.10 -77.97°/0.05° -213.00 8.33
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Figure 5.1: Mean Line-of-sight velocities for three time periods, 2017 (top), 2018 (middle),
and 2019-2020 (bottom) using SBAS. Two areas of possible active landslides near the Quito
Metropolitan Area are shown (Malchingui, yellow box; San Miguel del Comun, blue box).
All rates calculated are relative and and the zero value is arbitrary.
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5.2 ISBAS results

To take advantage of the ISBAS method we performed experiments with the lists of inter-

ferograms specified in section 4.5.2, we tested it by generating the time series with different

numbers of good interferograms to obtain the maximum number of calculated pixels. Table

5.2 shows the results obtained. It shows that the better results were obtained using 372 in-

terferograms with 320 coherent interferograms as maximum. The mean LOS displacement

obtained for the whole region is shown in Figure 5.2. These results showed good coherence

in Quito, Otavalo, part of Ibarra, and dry zones. We specify a way to access the time series

for any of the pixels calculated in Appendix A.

Table 5.2: Experiments realized to test the ISBAS method.

Number of
interferograms

Good
Interferograms

Pixels
Calculated

160
155 254641
158 162660

269
260 268846
263 229245

372

320 502686
330 451375
345 355602
360 254577
370 125463
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Figure 5.2: Mean Line-of-sight velocities map for the years 2015 to 2020 generated using
ISBAS. Red markers are the areas of interest that we discussed in Chapter 6. 1=San Anto-
nio de Quito, 2=Iñaquito parish, 3=Solanda neighborhood, and 4= Pucará neighborhood.
The white shaded area was used to create figure 6.5
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Chapter 6

Discussion

6.1 Technical Constrains

During the elaboration of this project, we faced software and hardware constraints and

problems with the data. The constraint related to the software was the missing dependen-

cies for the installation of GMT and GMTSAR. This problem was solved by compiling all

the libraries and software on the home directory. Meanwhile, the hardware limitations are

specific to the storage and RAM. We will describe the storage, RAM and, data constraints

as follows:

6.1.1 Storage

We need to start by considering that the HPC endowment that we used had 5TB of stor-

age. If we start by downloading a set of Sentinel-1 SLC data and then generate a whole

set of interferograms, the process takes a large amount of disk space. In the case of 280

images and 420 interferograms, we need 1.1TB for the downloaded Sentinel 1 products,

125GB for the coregistered SLC data, 5TB for the interferograms (12GB for each, includ-

ing geo-coded and non-geo-coded data, the filtered and non filtered interferograms, the

correlation files, the filter masks, the kml files, and others). A total of around 6.5TB of

storage for all the files. To complete the goal of generating the 420 interferograms without

having a disk space problem, we applied a batch processing of 40 interferograms at a time,

deleting the unnecessary files each time we completed a batch. In March 2021, the CEDIA

administrators provided 12TB extra for storage. The update helped us to complete all the
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products of the processing (all geocoded data).

6.1.2 RAM and processing time

We faced the RAM issue in the generation of the interferograms and while we executed the

sbas software (included in the GMTSAR tools) for computing the time series. Additionally,

we faced the processing time problem in the execution of the sbas method.

As we mentioned in section 4.4 the interferograms generation is a costly task, especially

the unwrapping step. Due to this, we cannot execute more than 100 interferograms in

parallel because this would involve the usage of almost all the available RAM. Another

issue was generating the time series since the software will need to allocate memory for

the unwrapped non-filtered interferograms, the correlation files, and the estimation of

topographic and atmospheric errors for each pixel. This processing will request around

546GB RAM (1.3GB per interferogram) during all the processing time.

The problem related to processing time comes from the main idea of the SBAS method.

As suggested in [32] and described in section 2.3, we need to calculate 10,548 x 8,164

unique matrix inversions since each matrix contains estimations of the atmospheric and

topographic effects. The execution time will increase when we add more interferograms. In

the case of our experiments described in section 4.5.1, the execution time was the following

for each approach: 48 interferograms 155 minutes, 56 interferograms 212 minutes, and 218

interferograms 3540 minutes. Another solution for this problem was the usage of the code

available in [50] which uses the filtered and geo-coded interferograms and reduces the RAM

usage and processing time.

We tried to perform SBAS with all the available interferograms, but, in addition to the

processing time issue (almost two weeks), we faced the problem of having some interfero-

grams with missing data resulting in time series with few data computed.

6.1.3 Data

The download of the SAR images and elaboration of the interferograms were unsupervised

tasks. This methodology leads to having two errors. The first one is related to having

missing and poor data on the images taken by the satellite. These problems are visible
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when the computations of the time series are complete, so we need to deal with them in

different forms.

The missing data in the images led to the creation of time series of regions with high

coherence that have no data computed. The pixel with a NaN value will lead to the

resulting displacement on that pixel to be NaN (principally in the SBAS method). To deal

with this problem, we searched for the images with this problem and dropped them out of

the data set as it was mentioned in section 4.5.2 and applied the ISBAS method to create

time series and solve the aforementioned problems.

The poor data quality in an image causes problems like unwrapping errors that create

unusual jumps in areas where there is not any evidence of land movement like the one

shown in the figure 6.1. To avoid this kind of problem, we have two possible solutions:

create more interferograms with higher periods to cover that two dates and try to decrease

the error or by checking each interferogram individually.

6.2 Malchingui and San Miguel del Comun

The results provided by SBAS (see fig.5.1) show that locations of the maximum and min-

imum velocities are not near to the two areas that are at risk of land slides. The ISBAS

results show that we cannot detect significant mean LOS velocities during the analyzed

time period. We could not obtain any notable pixel calculated (mainly related to the veg-

etation difference across the areas) to detect any possible active landslides in these areas.

The implication for this is that these areas are not undergoing creep during this period;

however, the site conditions favor landslide development. Earthquakes are a common trig-

ger for catastrophic landslides, and we hope to improve our understanding of the risk for

these communities with our continued work.

6.3 San Antonio de Quito

Figure 6.1 shows the deformation in the location of San Antonio de Quito near the Rosita

quarry. In this area and all the northern places for which we have coherent results (e.g.,

Ibarra), we identified an error in the generation of the time series. An unusual jump

in the displacement that occurred on the dates June 4 and June 28 of 2016 was caused
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by this problem. The origin of the problem is the presence of a unique interferogram

created between these two dates. This interferogram has several errors related to the data

taken by the satellite, with an error during the unwrapping phase due to the decorrelation

phenomena or with the high period between the two images. The interferogram involved

is available in Appendix B. It is important to remove this bad interferegram to prevent

misinterpretation of the deformation as some sort of rapid subsidence. If we ignore or

remove this problem data point, we can observe a tendency of a slow continuous landslide

from June 2016 that continues increasing slowly up to 2020 and will probably continue due

to the mining activity in the area.

Figure 6.1: Left: Mean Line-of-sight velocities in the area near the Rosita quarry in San
Antonio of Pichincha delimited by the polygon -78.4312/-78.4211/0.0333/0.0394 (min lon-
gitude/max longitude/min latitude/max latitude). Right: Time series of the accumulated
displacement in the period between 2015 to 2020 in the location -78.4276/0.0351(lon/lat)
indicated by the black star in the left figure. The time series shows one large jump on
(date) that is related to an unwrapping error in a single interferogram, rather than a real
ground displacement.

6.4 Iñaquito parish of Quito

Figure 6.2 shows a deformation map over the area of Iñaquito in the north of Quito. We can

see deformation over this area has an uplift rate of around 0.7mm/yr that predominates

in all the nearby areas. In addition, this area does not show any signal of changes in the

deformation rate through time.
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Figure 6.2: Left: Mean Line-of-sight velocities in the Iñaquito parish of Quito near to
the Carolina Park delimited by the polygon -78.4854/-78.4751/-0.1773/-0.1673 (min lon-
gitude/max longitude/min latitude/max latitude). Right: Time series of the accumulated
displacement in the period between 2015 to 2020 in the location -78.4812/-0.1725(lon/lat)
remarked in the black star in the left figure.

6.5 Solanda neighborhood

Solanda is one of the most populated neighborhoods in Quito. In 2017 started the con-

struction of the Quito subway and a station in the area [53]. The construction company

forced a massive groundwater extraction to build this station. That could be the reason for

the results obtained in figure 6.3; these results show subsidence caused by the groundwater

extraction beginning in 2017 until 2019. This subsidence caused a sinking of about 12cm

and several structural problems in the houses of the zone. There are cases of abandoned

buildings due to these structural problems [54].

6.6 Pucará neighborhood

This sector is in the extreme south of Quito. We see a constant subsidence signal prob-

ably caused by the extraction of groundwater for use in the city. We could not find any

registers to corroborate this assumption. Additionally, there are no documented registers

of structural problems in the area. The subsidence signal is over 23mm/yr along the LOS

direction in the area (see figure 6.4).
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Figure 6.3: Left: Mean Line-of-sight velocities in the south of Quito at the Solanda neigh-
borhood delimited by the polygon -78.5479/-78.5376/-0.2765/-0.2673 (min longitude/max
longitude/min latitude/max latitude). Right: Time series of the accumulated displacement
in the period between 2015 to 2020 in the location -78.5416/-0.2711(lon/lat) indicated by
the black star in the left figure.

Figure 6.4: Left: Mean Line-of-sight velocities in the south of Quito at the Pucará neigh-
borhood delimited by the polygon -78.5401/-78.5293/-0.3423/-0.3315 (min longitude/max
longitude/min latitude/max latitude). Right: Time series of the accumulated displacement
in the period between 2015 to 2020 in the location -78.53407/-0.3386(lon/lat) indicated by
the black star in the left figure.

6.7 Deformation over Quito

We plotted all the points calculated at each latitude between -0.35° to -0.07° covering the

urban area of Quito (white shaded area in figure 5.2). We identified a trend on these

computed pixels where the density of pixels calculated in south areas shows a subsidence
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signal that accommodates up to 2.5mm/yr and in the northern zones, uplift with a rate

of 2.5 mm/yr (see figure 6.5). This trend could be related to tectonic deformation from

movement on the reverse fault that runs beneath Quito and accommodates 3-5mm/yr of

horizontal shortening [19].

Figure 6.5: Distribution of the mean LOS velocities as a function of latitude for a bin
approximately 30 km wide, centered on Quito. The green line represents a smoothed mean
velocity of the latitude points.
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Chapter 7

Conclusions

7.1 Conclusions

InSAR is a widespread technique used for diverse purposes principally to study certain

geological events. We applied this technique over Quito since it is in a zone with multiples

sources of seismicity, mining, groundwater, and others. In this work, we described the

methodology to create a large set of interferograms and time series. Specifically, we applied

the combination of the generation interferograms by the InSAR methodology and the

creation of time series using the SBAS and ISBAS methods, which showed a powerful tool

to detect a surface deformation or a lack thereof in specific areas.

We were able to compute over 420 interferograms by using the available data of Sentinel

1 over the area of Quito. We then created time series using SBAS and ISBAS. The

procedure of creating a large set of interferograms is a costly task and not sensible to

the detection of possible errors during the execution and in post-processing stages such

as the creation of time series. Other problems that appeared in this project were the

storage capacity of the HPC since it restricted the availability of the products of the

generated interferograms and the processing time (for the SBAS method). The CEDIA

HPC administration addressed the storage problem indirectly by adding more storage

capacity. Meanwhile, we solved the processing time problem by usage of the ISBAS method.

The results obtained show high coherence in urban and dry zones, while vegetated areas

like parks, and rural places with dense vegetation and high agricultural use showed bad

coherence. These results are due to the properties of the C-band frequency of Sentinel-1.
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We detected several deformation sources in different areas and estimated the mean rate

of deformation in Quito. We determined that two target areas (Malchingui and San Miguel

del Comun) for potential landslide hazards do not show ground deformation during the

studied period using SBAS and ISBAS. This result does not signify any active creep but

does not preclude catastrophic landslides in the future. Additionally, we used the ISBAS

results to find interest areas. We found two areas (Pucará and San Antonio de Pichincha)

for potential landslide hazards caused by groundwater extraction and mining activities.

There is a specific zone (Solanda) where we found rapid deformation in a small window

of time that already has caused problems for the residents of the area. Finally, ISBAS

results show an approximate LOS rate of deformation of ±2.5mm/yr due to the Quito

Fault System, consistent with the estimates from [19].

In general, the creation of interferograms, the generation of the time series, and the

analysis of some areas with deformation accomplished the general and specific objectives

outlined in chapter 1.

7.2 Future Work

The availability of Sentinel 1 images is each 11 days. For this reason, we expect to improve

these results by adding more images to the time series by optimizing the processing time

using low level frameworks such as Open Computing Language (OpenCL) and Compute

Unified Device Architecture (CUDA).

Furthermore, there is the possibility of applying unsupervised and supervised machine

learning algorithms for different purposes such as terrain and surface displacement classifi-

cation. Another challenge is the identification of bad interferograms or unwrapping errors

that introduce false jumps into the time series.

In addition to expanding the Sentinel results, we have 60 scenes from the ALOS-2 satel-

lite provided by JAXA through a data grant that we will process for the same areas. The

longer wavelength of the ALOS-2 satellite signal (L-band) allows it to penetrate clouds,

fog, rain, storms, and vegetation. These characteristics will permit us to create interfero-

grams over a much wider area where we have a loss of coherence in the Sentinel data, such

as in the zone of the Chingual fault segment, which is thought to be active at a rate of
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approximately 8 mm/yr and represents a source of hazard for northern Ecuador.
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[43] M. Lazecký, K. Spaans, P. J. González, Y. Maghsoudi, Y. Morishita, F. Albino,

J. Elliott, N. Greenall, E. Hatton, A. Hooper, D. Juncu, A. McDougall, R. J. Walters,

C. S. Watson, J. R. Weiss, and T. J. Wright, “LiCSAR: An automatic InSAR tool for

measuring and monitoring tectonic and volcanic activity,” Remote Sensing, vol. 12,

no. 15, p. 2430, Jul. 2020. [Online]. Available: https://doi.org/10.3390/rs12152430

[44] O. Hogoiu and M. Peters, “Science toolbox exploitation platform,” Jun 2021.

[Online]. Available: http://step.esa.int/main/

[45] P. Wessel, W. H. F. Smith, R. Scharroo, J. Luis, and F. Wobbe, “Generic

mapping tools: Improved version released,” Eos, Transactions American Geophysical

Union, vol. 94, no. 45, pp. 409–410, Nov. 2013. [Online]. Available: https:

//doi.org/10.1002/2013eo450001

[46] D. Sandwell, R. Mellors, X. Tong, M. Wei, and P. Wessel, “Gmtsar: An insar

processing system based on generic mapping tools,” May 2011. [Online]. Available:

https://escholarship.org/uc/item/8zq2c02m#author

Information Technology Engineer 57 Graduation Project

https://doi.org/10.1109/igarss39084.2020.9323231
https://doi.org/10.3390/rs10060968
https://doi.org/10.1109/tgrs.2006.873207
https://doi.org/10.3390/rs12152430
http://step.esa.int/main/
https://doi.org/10.1002/2013eo450001
https://doi.org/10.1002/2013eo450001
https://escholarship.org/uc/item/8zq2c02m#author


School of Mathematical and Computational Sciences Yachay Tech University

[47] K. Fletcher, Sentinel-1: ESA’s Radar Observatory Mission for GMES Operational

Services, 1st ed. ESA Communications, 2012.

[48] “SNAPHU: Statistical-Cost, Network-Flow Algorithm for Phase Unwrapping,” https:

//web.stanford.edu/group/radar/softwareandlinks/sw/snaphu/, 2020, online; ac-

cessed 10-August-2021.

[49] L. Zhao, E. Chen, Z. Li, W. Zhang, Y. Fan, , and X. Wan, “The synergetic estimation

approach of forest above ground biomass based on x-band insar and p-band polsar

data,” in IGARSS 2018 - 2018 IEEE International Geoscience and Remote Sensing

Symposium, Jul. 2018. [Online]. Available: doi:10.1109/igarss.2018.8518175

[50] E. O. Lindsey, “Isbas: Intermittent small baseline subset insar timeseries algorithm,”

https://github.com/ericlindsey/isbas, 2021.

[51] J. Goyes, A. E. Foster, E. O. Lindsey, R. V. Almeida, and I. Pineda, “Constraining

interseismic deformation in northern ecuador using interferometry of sentinel-1 and

alos-2 data,” in AGU Fall Meeting 2020. AGU, 2020.

[52] J. Goyes, I. Pineda, E. Lindsey, A. Foster, and R. Almeida, “Constraining

interseismic deformation of northern ecuador using interferometry from sentinel-

1 data,” in 2021 Second International Conference on Information Systems and

Software Technologies (ICI2ST). IEEE, Mar. 2021. [Online]. Available: https:

//doi.org/10.1109/ici2st51859.2021.00013

[53] V. Silva Cruz. (2021) En solanda, al sur de quito, 43 casas están destruidas y 233

presentan daños; sus propietarios exigen soluciones, pero ni la empresa que construye

el metro ni la alcald́ıa responden. [Online]. Available: https://bit.ly/3alVbvJ
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Appendix A. ISBAS results

The results obtained by the ISBAS method using 320 good interferograms of 372 inter-

ferograms are avialeable in https://github.com/jjjggg092/ISBAS-results. We will describe

how to extract time series freom the data obtained:

Description

The script plot ts.py allows to read all the files result of executing the ISBAS method

from this repostiry and create a plot with the time series displacement of a specific location.

Files

• baseline table.dat: file with information about the acquisition dates of the images.

• rate mm yr.grd: NetCDF 4 file with all the data calculated to obtain the mean

displacement between 2015 and 2020.

• rate mm yr.kml: Google Earth file to visualize the results obtained.

• rate mm yr.png: Supplement of the rate mm yr.kml to see the results.

Requiriments

Software

• Python 3

• The Generic Mapping Tools (GMT)

Python libraries

• Numpy

• Matplotlib

Usage

python3 plot_ts .py ( disp_file .txt) ( latitude ) ( longitude )

where:
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• disp file.txt: A file with all the locations of the grd files with the information

about displacements.

• latitude: The latitude reference in decimal degrees.

• longitude: The longitude reference in decimal degrees.

Example:
python3 plot_ts .py files.txt 0.0352876437857 -78.4276493471

Appendix B. Interferogram generated with the scenes
taken in June 4 and June 28 of 2016

A bad interferogram that caused an anomaly subsidence event in north areas. Left:
wrapped interferogram. Right: unwrapped interferogram
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