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Tutor:

Duncan J. Mowbray, PhD.

Urcuquı́, febrero 2023





AUTORÍA
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Resumen

Las pelı́culas delgadas de compuestos de base polimérica han sido muy estudiadas en las últimas
décadas debido a sus múltiples aplicaciones. Esto se debe a que son materiales que presentan
las propiedades fı́sico-quı́micas tanto del compuesto polimérico como del nanomaterial con el
que se fabrica el composito (eléctricas, mecánicas y térmicas). Por esta razón, el modelado
de estas propiedades de los CPC es una parte fundamental para predecir su comportamiento
como material. En esta tesis se desarrolla un método ab initio para modelar la conductividad
anisotrópica de un CPC estirado hecho de una matriz polimérica de alcohol polivinı́lico (PVA)
mezclado con nanotubos de carbono de pared simple (SWCNTs). Estas cantidades se obtienen
mediante una combinación de cálculos de teorı́a funcional de la densidad, métodos basados en la
función de Green de no equilibrio y un modelo estadı́stico geométrico de deformación afı́n. De
este modo, proporcionamos una descripción cualitativa y semicuantitativa de la conductividad
anisotrópica medida de las CPC de PVA/SWCNT. El éxito de este modelo demuestra que la
conductividad de los CPCs viene determinada por (1) la conectividad de la red de SWCNTs
dentro de la matriz polimérica, (2) la resistencia al salto de la conductancia intertubular, (3) la
concentración de SWCNTs en la muestra, y (4) la cantidad de estiramiento y el parámetro de or-
den orientacional concomitante de los SWCNTs en el compuesto. El modelo desarrollado puede
aplicarse potencialmente para obtener CPCs con una conductividad anisotrópica deseada basados
en nanomateriales conductores balı́sticos, es decir, SWCNTs, y diferentes matrices poliméricas.

Palabras Clave: nanocomposito, terorı́a de la densidad funcional (DFT), conductividad anisotrópica,
métodos de Monte Carlo, nanotubos de carbono de pared simple (SWCNTs).
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Abstract

Thin films of polymer-based composites have been widely studied in recent decades due to
their multiple applications. This is because they are materials that exhibit the physicochemical
properties of both the polymer composite and the nanomaterial from which the composite is made
(electrical, mechanical and thermal). For this reason, modeling these properties of CPCs is a
fundamental part of predicting their behavior as a material. In this thesis, an ab initio method is
developed to model the anisotropic conductivity of a stretched CPC made of a polymeric matrix of
polyvinyl alcohol (PVA) mixed with single-walled carbon nanotubes (SWCNTs). These quantities
are obtained by a combination of density functional theory calculations, non-equilibrium Green’s
functions based methods and an affine deformation geometric statistical statistical model. In
this way, we provide a qualitative and semi-quantitative description of the measured anisotropic
conductivity of PVA/SWCNT CPCs. The success of this model demonstrates that the conductivity
of CPCs is determined by (1) the connectivity of the SWCNTs network within the polymer matrix,
(2) the resistance to intertubular conductance hopping, (3) the concentration of SWCNTs in the
sample, and (4) the amount of stretching and the concomitant orientational order parameter of
the SWCNTs in the composite. The developed model can potentially be applied to obtain CPCs
with desired anisotropic conductivity based on ballistic conductive nanomaterials, i.e., SWCNTs,
and different polymeric matrices.

Keywords: nanocomposite, density functional theory (DFT), anisotropic conductivity, Monte
Carlo methods, SWCNTs
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Chapter 1

Introduction

The advancement of technology has led to a competition to find the best instruments and com-
ponents for more significant social development. This involves the study of various materials to
report their behavior when subjected to different conditions, leading to significant improvements
in the understanding of materials in recent decades. Some of the most interesting materials are
industrially scalable conductive polymer-based composites (CPCs). These are usually manufac-
tured by combining a polymer matrix together with a conductive nanomaterial. In this way, one
may provide polymers, typically non-conductive materials, with properties of the nanomaterial,
such as improved electrical conductivity. Conductive polymers have been widely investigated and
used in applications such as solar cells, transistors, thermo-electric power-generation, microwave
absorption, electrochromic devices, photo-current generation, supercapacitors, and light emitting
diodes1.

The development of these types of conductive polymers can be carried out with different
materials that provide the CPC with an improved conductivity. Some materials commonly used
to improve the conductivity of polymers are metallic materials, nano-particles, and carbon-based
nano-materials such as graphene, and carbon nanotubes (CNTs). The latter has been perhaps
the most interesting candidate material since it was found in transmission electron microscopy
(TEM) images by Sumio Iijima in 19912. Specifically, CNTs have led to a long line of research
on CPC materials based on their high tensile strength, thermal conductivity, and tailorable
electronic properties.3 This has resulted in a great interest in the potential application of CNTs
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in a diverse range of areas including biology, medicine, technology, and materials science. The
most common applications for CNTs range from electronics as transistors4,5 to medicine as a
drug delivery mechanism for treating diseases2. The interesting properties of CNTs (high tensile
strength, ballistic conduction, metallicity or semiconductivity, etc.)4 have led researchers to try to
functionalize CNTs with other materials. One of the functionalization fields that has been most
studied and used is embedding CNTs within polymeric thin films6. When preparing polymeric
films with CNTs, the embedded CNTs share their mechanical, thermal, and electronic properties
with the polymer, resulting in a composite material with tailorable conductive properties and
improved mechanical resistance.

Carbon nanotubes can be divided into two main types: single-walled carbon nanotubes
(SWCNTs) and multi-walled carbon nanotubes (MWCNTs). SWCNTs can be imagined as a (2D)
graphene sheet that has been rolled into the shape of a cylinder, whereas MWCNTs consist of
several graphene sheets rolled into a series of concentric cylinders with a common axis. In each
case, the atomic structure of each layer is determined by the chirality of the tube. This is defined
by the chiral vector Ch, which traces out the tube’s circumference on the graphene surface. The
chiral vector Ch can be expressed in terms of graphene’s primitive unit vectors a1 and a2 as

Ch ≡ na1 + ma2 (1.1)

where n,m ∈ Z+ denotes the chirality of the tube. These properties may be further categorized
using the chiral angle θ between the so-called “zigzag” or (n, 0) and “armchair” or (n, n) nonchiral
directions on the graphene surface, as shown in Figure 1.17. Specifically, SWCNTs with n−m = 0
mod 3 are metallic, whereas SWCNTs with n − m , 0 are semiconducting.3,8–10

Applications of anisotropically conductive materials based on ordered SWCNTs in electronics
and optoelectronics include waveguides, optical communication, sensors, photoelectric imaging,
polarization-sensitive detectors, and developing shape memory composites11. Typically, the
manufacture of the latter materials ranges from the use of filtration under vacuum or high pressure,
fiber drawing/spinning, employing magnetic/electric field, compression, to mechanical shearing
or stretching, i.e., hot-drawing.12–16. All of these techniques exhibit their own advantages and
disadvantages depending on the final intended use. However, among them, mechanical stretching
deserves special attention for the fabrication of anisotropic free-standing films based on SWCNTs
due to its facile implementation and associated cost-effectiveness. Moreover, it allows one to
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Figure 1.1: SWCNT indices (n,m) of chiral or circumference vector Ch ≡ na1 + na2 where a1

(red) and a2 (blue) are unit vectors of graphene’s sheet. Metallic SWCNT chiralities (n − m ≡ 0
mod 3) are marked in grey, whereas semiconducting SWCNT chiralities (n −m , 0 mod 3) are
marked in white .

control the orientational order parameter of the SWCNTs within the composite and, in this way,
control their concomitant electronic/mechanical properties14–16.

Technological advances in the synthesis of CPCs with various polymer and conductive additive
molecules open even more possibilities within the composite manufacturing industry. The final
performance of such materials will dramatically depend on both the homogenous distribution
of the conductive additive within the composite and their spatial ordering12,17–19. For instance,
an inadequate distribution of the additive throughout the material would negatively impact their
mechanical or electronic performance within the CPC20. In ceramics, or composites materials
in general, agglomeration of particles often induces mechanical concentration stresses. making
them more fragile structures21. Orientational ordering is especially important for functional
materials and biological tissues in which a certain order through a preferential direction is
necessary to accomplish their desired function13,15,22. In fact, many biological examples illustrate
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how an oriented structure can enhance the response to external stimulii13,22–24. Anisotropies
are often crucial for electronic properties such as heat or electrical transport so that a more or
less well-aligned percolation path is required in order to permit transport12,14–16. Conductive
additives include, but are not limited to, planar/lamellar/layered-like, fiber-like, and rod-like
structures12,14,16,17,25–27. In this context, SWCNTs have been demonstrated to be very suitable for
these types of applications14,15,28–30.

Despite the first works related to the development of orderly SWCNT arrays with enhanced
electrical properties appearing almost 20 years ago, several open questions remain regarding the
effective mechanism involved during electronic transport. Besides this, the typical processing
drawbacks associated with finding a cost-efficient route to control both the homogeneous incor-
poration of SWCNTs in polymeric matrices and their anisotropies may hinder the resulting CPC’s
electronic response and potential applications12,17,31,32.

To obtain a clearer idea of what happens in a polymer/SWCNT composite, a theoretical model
is needed which will allow us to interpret what occurs at a mechanistic level within the CPC.
The most used method to carry out these types of studies is density functional theory (DFT).
DFT uses the electron density distribution to describe the ground state energy and electronic
structure of a system and simulate its quantum mechanical properties. Using a DFT-based
spatially localized hamiltonian for the system and non-equilibrium Green’s functions methods,
one may describe the scattering processes during electronic transport, and thus the intertube
conductance between phyisorbed SWCNTs. Through the use of computational power, DFT and
NEGF methods have allowed properties of novel materials to be predicted, permitting the design
of a material without wasting time, energy, materials and budget synthesizing less-than promising
candidate materials33,34.

1.1 Problem Statement

This thesis aims to define an efficient and accurate method based on DFT calculations to character-
ize materials theoretically and establish a general model to describe qualitatively and semiquan-
titatively the conductivity of a thin film polymeric composite with a carbon-based nanomaterial,
that is, SWCNTs. To do so, we have used the Python programming language together with the
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GPAW module to perform DFT calculations, which is based on the projector-augmented wave
(PAW) method, together with the atomic simulation environment (ASE) in which we can generate
the molecular species to be used in the system. All computational details are specified in the
methodology section.

1.2 General and Specific Objectives

The objective of this thesis is to establish a general theoretical model to calculate how conductivity
changes as a function of concentration and extension ratio λ, via comparison with values obtained
experimentally from a polymer/CNT composite. The study of this system will allow us to establish
at which concentrations we can obtain a significant increase in the anisotropic conductivity of a
composite as we increase the extension ratio parameter. Atomic units (ℏ = e = me = 4πϵ0 = a0 =

1) have been used throughout unless stated otherwise.

1.3 Overview

The present work is composed of five chapters and appendices, with Chapter 1 introducing the
overall problem, establishing the methods we will employ to solve it, and expressing the objectives
of this thesis. Chapter 2 focuses on explaining the theoretical basis behind the methodology
used in this research, through the density functional theory, percolation theory, and random
walk systems.. Chapter 3 explains the methodology used to perform our DFT calculations, the
model to find the conductivity of the composite, and all necessary computational details for
their reproduction. Chapter 4 discusses the results of our calculations and the obtaimed model
obtained in order to specify which methods bore fruit in reproducing the measured anisotropic
conductivity of hot-drawn PVA/SWCNT CPCs. Finally, in Chapter 5, the conclusions of this
thesis are established and suggestions for future studies based on similar composites are provided.





Chapter 2

Theoretical Background

2.1 The Many Body Problem

In general, physical systems are described by their associated Hamiltonian Ĥ and quantum
systems are no exception. One of the most simple quantum systems is the isolated hydrogen
atom, which can be solved analytically. However, to solve systems involving molecules one
must also consider the complexity of the calculations because they are by definition many-body
problems.

The many-body time-dependent wave function Ψ of a quantum system is the solution to the
time-dependent Schrödinger equation

iℏ
∂

∂t
Ψ = ĤΨ, (2.1)

which is generally a linear partial differential equation.35 All physical observables of the system
may be deduced from the eigenfunctions and eigenvalues of (2.1). For a generic molecular
system, its ground state hamiltonian may be expressed as

Ĥ = T̂e + Ve−n + Ve−e + T̂n + Vn−n. (2.2)

Each term in (2.2) represents a different interaction that occurs in the physical system. The
first term represents the kinetic energy of the electrons, T̂e, the second represent the Coulomb

7
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interaction potential between oppositely charged particles in the nucleus and its surroundings.,
Ve−n, the third represent the repulsive potential that exists between electrons, Ve−e, the fourth
represent the kinetic energy for nuclei, T̂n, and, finally, the last term represent the repulsive
potential that exist between nuclei, Vn−n.

In this way the Hamiltonian operator Ĥ of (2.2) is a linear differential operator, which acts on
the wavefunction Ψ in space and time. Since the potentials in (2.7) only depend on position but
not time, Ψ is separable into a time-dependent part τ(t) and a time-independent partΨ, with their
eigenvalue Etot being the system’s total energy. Considering this information, time-independent
Schrödinger equation can be expressed as

ĤΨ = EtotΨ. (2.3)

Notice that we define the wavefunction as Ψ and not Ψ because this is a part of the total wave
function which only contains the positional information of the total wavefunction Ψ. This means
the general solution to (2.1) is a linear combination of all eigenfunctions Ψn and eigenvalues En

of (2.3), so that

Ψ =

∞∑
n=0

CnΨne−ιEnt/ℏ. (2.4)

The solutions of (2.3) may be defined in terms of the positions and spins of the system’s ne

electrons and Nn nuclei as

Ψ(r1, s1, ..., rne , sne; R1, S 1, ...,RNn , S Nn), (2.5)

where ri and si are the coordinates and spin of the ith electron, and RI and S I are the coordinates
and spin of the Ith nuclei. Employing atomic units (ℏ = e = me = a0 = 1), the many-body
Hamiltonian operator, Ĥ , of (2.2) is then

Ĥ = −
1
2

ne∑
i=1

∇2
ri
−

ne∑
i=1

Nn∑
I=1

ZI

|ri − RI |
+

ne∑
i=1

i−1∑
j=1

1
|ri − r j|

−
1
2

Nn∑
I=1

1
MI
∇2

RI
+

Nn∑
I=1

I−1∑
J=1

ZIZJ

|RI − RJ |
, (2.6)

where ∇2
ri

and ∇2
RI

are the Laplacians with respect to the electronic and nuclear coordinates, ZI

and MI are the atomic number and mass of the Ith nucleus in atomic units, respectively, and the
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inner sums run from 1 to i− 1 or I − 1 to avoid double-counting. Noting that i, j ∈ {1, . . . , ne} and
I, J ∈ {1, . . . ,Nn}, we may rewrite (2.6) in the form

Ĥ = −
1
2

∑
i

∇2
ri
−

∑
i

∑
I

ZI

|ri − RI |
+

1
2

∑
i, j

1
|ri − r j|

−
1
2

∑
I

1
MI
∇2

RI
+

1
2

∑
I,J

ZIZJ

RI − RJ
, (2.7)

where the factors of one half in the electron-electron and nuclei-nuclei repulsive potentials account
for any double counting in the summations.

2.2 Born-Oppenheimer Approximation

In the previous section we saw how we can describe a many-body system in terms of the electronic
and nuclear coordinates and spins. In this section we will see how we can approximate (2.3)
to a simpler expression in terms of the electronic positions alone. This is accomplished by
considering the nuclei-to-electron mass ratio mn/me ≈ 1836.15267389, so that a nuclei is more
than three orders of magnitude heavier than an electron. This means nuclei will be much slower
than electrons at the same temperature.36 In other words, electrons will very rapidly relax to their
instantaneous ground-state configuration before the nuclei have had time to move. In this way we
can assume that the nuclei are basically stationary and solve for the electronic ground-state first,
and then calculate the energy of the system in that configuration and solve for the nuclear motion
classically. This is known as the Born-Oppenheimer approximation.37

With these assumptions (2.3) takes the form−1
2

∑
i

∇2
ri
−

∑
i

∑
I

ZI

|ri − RI |
+

1
2

∑
i, j

1
|ri − r j|

+
1
2

∑
I,J

ZIZJ

|RI − RJ |

Ψ = EtotΨ (2.8)

Note that in (2.8) the term that describes the kinetic energy of the nuclei, T̂n, in (2.7) has been
neglected because the mass of the nuclei are much greater than that of an electron, so that
MI ≫ 1 ∀ I ∈ {1,Nn}. Assuming this, we can re-scale the total energy of the system and making
further modifications we obtain the following equation for the many-body problem in terms of
the electronic Hamiltonian Ĥe

Ĥ(r1, ..., rne)ψ(r1, . . . rne) = εψ(r1, . . . rne), (2.9)
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where ψ only depends on the nuclear coordinates parametrically via the electron-nuclear potential
Ve−n. Taking this into account we obtain the following equalities

ε = Etot −
1
2

∑
I,J

ZIZJ

|RI − RJ |
, (2.10)

Ve−n(ri) =
∑

I

ZI

|ri − RI |
, (2.11)

Ĥ0(ri) = −
1
2
∇2

ri
+ Ve−n(ri), (2.12)

Ĥe(r1, . . . , rne) =
∑

i

Ĥ0(ri) +
1
2

∑
i, j

1
|ri − r j|

, (2.13)

where Ĥ0 is the independent electron Hamiltonian.

2.3 Periodic Systems

Once we have reduced the Schrödinger equation to a more manageable form, we come to one
of the most important properties of materials, namely, periodicity. This property helps us to
minimize the number of calculations required to solve (2.9) based on Bloch’s theorem.

This theorem states that instead of working in terms of long-ranged spatially dependent wave
functions of a system spanning over many atoms, one may consider wave functions with the same
periodicity as the primitive unit cell. One advantage of using this unit cell is that by repeating it
a sufficient number of times, the initial system is recovered.

Bloch showed that this important theorem gives the following special solution to the Schrödinger
equation

ψk (r) = uk (r) eik·r, (2.14)

where k are samplings within the first Brillouin zone in reciprocal space38, uk(r) respects the
periodicity of the unit cell so that uk(r) = uk(r+T), where T is a translation vector of the lattice.
This is a linear combination of the three vectors of the unit cell, so that

T = n1a1 + n2a2 + n3a3, (2.15)
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where ni ∈ Z
+ and the periodicity of a lattice is observed with respect to the primitive lattice

vectors ai.

Both the kinetic energy operator and the Coulomb interaction of the Hamiltonian remain
unchanged under a translation T. This means the Hamiltonian of a periodic system commutes
with translations, so that they have the same eigenstates. Moreover, this results in eigenstates that
can be labeled according to their translational symmetry.

A consequence of Bloch’s theorem is that all observables of the systems can be Fourier
expanded in terms of the reciprocal lattice vectors G.

G = m1b1 + m2b2 + m3b3 (2.16)

where mi ∈ Z
+ and bi are the reciprocal vectors of the lattice

bi = 2π
a j × ak

Ω
, (2.17)

where Ω is the volume of the unit cell. The relation between the vectors of the unit and the
reciprocal lattice cell is then

ai · b j = 2πδi j, (2.18)

so that
exp (iGm · (r + Rn)) = exp (iGm · r) . (2.19)

The Fourier expansions of Vext and other periodic functions, e.g., un,k(r), are then,

un,k(r) =
∑
Gm

eiGm·run,k (Gm) . (2.20)

In order to ensure the normalization of Bloch waves in (2.14), we must restrict the values of
k and the number of particles. To do this, boundary conditions must be satisfied, i.e.,

ψn,k (r + Niai) = ψn,k(r), (2.21)

yielding a restriction for kl of

kl =
l1

N1
b1 +

l2

N2
b2 +

l3

N3
b3 and −

Ni

2
≤ li <

Ni

2
, (2.22)
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where li ∈ Z
+. These constrained values of k correspond to the first Brillouin zone. Calculations

to represents Kohn-Sham (KS) wavefunctions by using Bloch waves a finite number of points are
required within the first Brillouin zone. A Monkhorst-Pack sampling39 of special40 k-points is
performed as it is an unbiased method to select these points in an equally spaced mesh

k (n1, n2, n3) =
3∑

i=1

2ni − Ni − 1
2Ni

b1, (2.23)

where ni ∈ {1, . . . ,Ni}, and Ni denotes the number of points sampled in the bi direction.

The calculation of many properties requires the evaluation of integrals over the Brillouin zone
in reciprocal space. This discrete set of k-points allows us to accurately approximate of these
integrals41. To illustrate this, the integral of a function F(k)

1
ΩBZ

∫
BZ

F(k)dk ≈
∑

k

wkF(k), (2.24)

is approximately equal to the weighted sum over the k-points of the first Brillouin zone, where
ΩBZ is the volume of the Brillouin zone and wk is the weight of k-point k. It is also important to
note that symmetries within the unit cell, including the necessary time-reversal symmetry, may be
imposed to reduce the Brillouin zone to the irreducible Brillouin zone (IBZ), wherein all k-points
of the first Brillouin zone map be mapped. This is accounted for by adjusting the weights wk of
each k-point within the IBZ.

2.4 Hohenberg-Kohn Theorem

One of the most widely used ways to reduce the computational effort of calculating the many-body
wave function of the positions of all electrons is to work in terms of the electronic density. The
Hohenberg-Kohn theorem tells us why such a different approach may be used.

The Hamiltonian in (2.8) is completely determine by the ne electrons and the external potential
Vext, as is the ground state electronic wavefunction ψ0. Similarly, the ground state electronic
density n0(r) is a functional of the number of electrons ne and the external potential Vext, so that

n0(r) = ⟨ψ0|n̂|ψ0⟩ =

∫
· · ·

∫ ∣∣∣ψ0
(
r, r2, . . . , rne

)∣∣∣2 dr2 . . . drne , (2.25)
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where n̂ is the density operator. From these observations we may obtain the Hohenberg-Kohn
theorem, which is the foundation of density functional theory (DFT)42.

Theorem 1 (Hohenberg-Kohn). The ground state electronic density n0(r) is uniquely determined
by the corresponding external potential Vext(r), to within an additive constant.

The proof of the Hohenberg-Kohn theorem is rather straightforward and may be found in Ref.
36. Moreover, the ground state is a unique functional of the ground state density

|ψ0⟩ = |ψ [n0]⟩ . (2.26)

However, such a functional dependence can be extremely complicated. The existence of this
functional means that any ground state observable Ô is also a functional of the density, so that

Ô[n] ≡ ⟨ψ[n]|Ô|ψ[n]⟩. (2.27)

In particular, this holds for the ground state energy Egs, which will be the most important
density functional,

Egs[n] ≡ ⟨ψ[n]|Ĥ |ψ[n]⟩ = F [n] +
∫

d3rVext(r)n(r), (2.28)

where F [n] corresponds to a universal functional for all systems

F [n] ≡
〈
ψ[n]

∣∣∣∣(T̂e + Ve−e

)∣∣∣∣ψ[n]
〉
, (2.29)

and Vext enters into Egs[n] at only one point.

Another fundamental concept within DFT is the minimum principle for the ground state
energy functional Egs[n]. For all densities n′0(r) , n0(r), where n0 is the ground state density
corresponding to Vext,

Egs [n0] < Egs
[
n′0

]
⇔ E0 = min

n∈N
Egs[n], (2.30)

whereN is the set of all ground state densities corresponding to different external potentials Vext.
This principle is a direct consequence of the Ritz variational principle, that is, the ground state
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∣∣∣ψ′0〉 corresponding to n′0 is not the same as |ψ0⟩. The functional Egs[n] has its domain restricted
to only densities in N , as obtained by solving (2.8)43.

The ground state energy functional can be rewritten as

Egs[n] = T [n] + EH[n] + Eext[n] + Exc[n], (2.31)

that is, as the sum of the kinetic energy functional T [n], the Hartree interaction energy functional
EH[n], the external potential energy functional Eext [n] and the exchange and correlation (xc)
energy functional Exc[n]. The xc functional accounts for the complicated effects of the interactions
not present in T, EH, or Eext.

2.5 Kohn-Sham Self-Consistent Field Approach

The basic idea behind the Kohn-Sham (KS) approach44, which makes DFT computationally
feasible, is to introduce a complete mapping of the interacting many-body problem onto a
suitable non-interacting system, i.e., the KS system44. This fictitious system of non-interacting
electrons is assumed to have a ground state density that is the same as the density of the fully
interacting system. The ground state density n0(r), energy Egs, and forces FI between the nuclei
can be obtained through the KS self-consistent field procedure. The KS scheme consists of the
following five steps:

1. An initial guess n0 for the trial density ñ(r) is made.

2. The effective potential

Veff[ñ](r) = Vext(r) +
∫

ñ (r′)
|r − r′|

d3r′ + Vxc[ñ](r), (2.32)

is calculated, where Vext(r) is the external potential due to the nuclei, the second term
corresponds to the Hartree potential from the other electrons, and the third term Vxc is the
exchange and correlation (xc) potential. The Hartree45 potential’s source is the average
density of the electrons, and the xc term includes corrections to the kinetic energies and
electron-electron interactions. Effectively, Vxc is the difference between Hamiltonians that
describe fully interacting electrons and the independent electrons of the KS system.
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3. The independent-electron Schrödinger equation is solved to obtain the KS wavefunctions
φi, where the effective potential Vext[ñ] is previously obtained functional of the trial density,
so that (

−
1
2
∇2 + Veff[ñ](r) − ϵi

)
φi(r) = 0. (2.33)

4. A new trial density ñ′(r) is calculated from the KS wavefunctions φi obtained from the last
step. To obtain the density only the ne/2 lowest eigenfunctions φi need to be summed if the
system is spin-paired

ñ′(r) = 2
ne/2∑
i=1

|φi|
2 . (2.34)

5. Steps (2), (3), and (4) are repeated until the density is converged, that is, the trial density
ñ′(r) is approximately equal to ñ(r), the previous density from Eq. (2.34), up to a defined
accuracy. Once this is achieved, we have a ”final” density n(r) with the corresponding
eigenenergies ϵi.

This cycle is also shown schematically in Fig. 2.1.

The occupied KS wavefunctions φi yield the ground state density of our system and ϵne/2 the
eigenvalue corresponding to the highest occupied molecular orbital (HOMO), is the system’s
ionization energy. The ground state energy Egs can be calculated from the outputs of the KS
scheme using

Egs =

N/2∑
i=1

ϵi + Exc[n] −
∫

vext(r)n(r)d3r +
1
2

"
n(r)n (r′)
|r − r′|

d3rd3r′. (2.35)

It is important to mention that, so far, the xc potential Vxc only has an exact expression for
systems with a few atoms. This means that, in the case of a many-body problem, the xc functional
must be approximated.

Finally, in order to find the relaxed structure of a system, it is necessary to minimize the forces
on its atoms. The force acting on an atom at RI is FI = −∇RI Egs[n].43 By the Hellman-Feynman
theorem46, we can also calculate the ionic forces using FI = −

〈
ψ0

∣∣∣∇RIĤ
∣∣∣ψ0

〉
. This means we

can obtain the forces from the ground state KS wavefunctions which were already calculated
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Figure 2.1: Kohn-Sham system to obtain the ground state density n(r), energy E0 and forces Fi

within the KS self-consistent scheme. It is important for us to recall that here the total energy
depends parametrically on the positions of the nuclei.
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2.6 Exchange Correlation Functionals

According to the KS scheme, an effective potential must be constructed to then solve the
Schrödinger equation for an independent electron. The effective potential consists of an ex-
ternal potential, the Hartree potential and the local xc potential, as shown in (2.36)

Veff[ñ](r) = Vext(r) +
∫

ñ(r′)
|r − r′|

d3r′ + Vxc[ñ](r). (2.36)

The xc energy Exc corresponding to a particle at position r can be assumed to mainly depend
on the electron density n(r′) at position r′ near r. In other words, the xc energy can be assumed
to be a local function. More quantitatively, the xc energy depends on the density within a
neighbourhood with a radius of the Fermi wavelength λF , where

λF(r) =
2π

3
√

3π2n(r)
, (2.37)

the shortest de Broglie wavelength for non-interacting electrons. This suggests the xc energy is a
localized functional of n(r′) and has a quasi-local description.

2.6.1 Local density approximation

If we assume the exchange energy is completely local, i.e., it depends only on the density at the
same location (r′ = r), we obtain the local density approximation (LDA). In this case the xc
energy satisfies

ELDA
xc =

∫
ϵLDA

xc [n]n(r′)d3r′ (2.38)

where ϵLDA
xc [n] is the xc energy of a uniform electron gas with density n. This is because the xc

energy of a uniform electron gas has no spatial dependence by definition. LDA is obviously exact
for a uniform electron gas, by construction. However, for atomic systems, where the densities
are not slowly varying and electron-electron interactions become important, such as in heavy
fermion systems, LDA often fails. Nevertheless, LDA gives useful results for most applications
with surprising accuracies of 1% for the bond-lengths and geometries of molecules and solids.



18 2.6. EXCHANGE CORRELATION FUNCTIONALS

As discussed in Ref. 47, LDA is widely used to realize the Kohn-Sham scheme since the
exchange correlation potential is a simple function of the local density,

VLDA
xc (r) =

δELDA
xc [n]
δn

, (2.39)

where δ
δn denotes the functional derivative with respect to the density n.

Physically, VLDA
xc can act in an extremely short range because it depends on the local density.

The LDA discards the corrections to the energy xc since there are inhomogeneities, but it is very
useful despite this approximation. The use of LDA in DFT has been for a number of years in
which a great number of successful results have been produced. Furthermore, the errors caused
by the overestimation of the correlation energy and the underestimation of the exchange energy
by the LDA, commonly cancel each other. One of the most notable disadvantages of LDA is the
excessive binding of molecules.48

2.6.2 Generalized gradient approximation

In order to take into account non-homogeneities in the electron density, a semi-local approximation
that depends on the gradient of the density is often used. These types of generalized gradient
approximations (GGA) are based on how the density changes away from the coordinate. The
GGA exchange functional generally takes the form49

EGGA
x [n] =

∫
ϵHEG

x (n0 = n(r)) Fx[s(r)]d3r, (2.40)

where n(r) is the electronic density, ϵHEG
x is the exchange energy density of a homogeneous

electron gas (HEG), i.e., ∼ n4/3, Fx is an enhancement factor, and s is the dimensionless density
gradient

s =
|∇n|
2kFn

, (2.41)

where kF =
3√
3π2n. It is important to note that although (2.39) is spin-unpolarized, a spin-

polarized version may also be deduced49.

The enhancement for any GGA that recovers the HEG limit is

Fx[s] ≈ 1 + µs2 + · · · (2.42)
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as s→ 0.

Similarly, the gradient expansion for the correlation functional that recovers the HEG limit is

EGGA
c [n] =

∫
n(r)

{
ϵHEG

c [n(r)] +
πkF

2
βs2[n(r)] + · · ·

}
d3r, (2.43)

where ϵHEG
c is the correlation energy of the HEG and β is a coefficient.

GGA functionals have often been parametrized by fitting experimental data, but were then
restricted in their application to certain systems. However, parameter-free functionals can be
used in a wide range of systems. Some of the most commonly used examples of such ab initio
functionals are those developed by Perdew, Burke, and Ernzerhof (PBE)49,50.

PBE GGA

The parameters used in the PBE GGA functional49 are rather fundamental constants and are
defined as

µ = 0.21951 and β = 0.0066725. (2.44)

The PBE functional used includes the linear response of the uniform gas, the correct behavior
under uniform scaling, and a smoother potential. More details about the PBE functional and the
consequences in practical calculations are found in Refs. 51 and 52.

PBEsol GGA

The PBEsol functional is a revised PBE GGA that improves the equilibrium properties of densely
packed solids and their surfaces50. For this xc functional, the same form as PBE is used but the
parameters are set to

µ = µGE = 0.1235 and β = 0.046, (2.45)

where µGE is used to obtain an accurate gradient expansion for slowly varying electrons. PBEsol
reduces the dependence on error cancellation by providing a more accurate description for both
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exchange and correlation energies of surfaces. The performance of PBEsol for solids is assessed
in Ref. 50.

PBE-D3

Although the PBE xc functional provides a good approximation to the binding energies of
chemisorbed systems, it often does not provide a good description of physisorption processes as
it does not consider van der Waals (vdW) interactions. To address this issue, the energy correction
term proposed by Grimme et al.53 may be used

Edisp = −
1
2

Nn∑
i=1

Nn∑
j=1

∑
L

 fd,6

(
ri j,L

) C6i j

r6
i j,L

+ fd,8

(
ri j,L

) C8i j

r8
i j,L

 , (2.46)

where the dispersion coefficients C6i j are dependent on the atomic species and geometry as they
are adjusted on the basis of the local geometry (coordination number) around atoms i and j. In
the zero-damping variant of the DFT-D3 method (DFT-D3(zero)), the damping function reads:

fd,n

(
ri j

)
=

sn

1 + 6
(
ri j/

(
sR,nR0i j

))−αn
(2.47)

where R0i j =
√

C8i j/C6i j, the parameters α6 = 14, α8 = 16, sR,8 = 11, and s6 = 1 are fixed while s8

and sR,6 are parameters whose values depend on the choice of xc functional.

2.7 Representation of the Khon-Sham wavefunctions

In DFT calculations, generally one of three types of representations of the KS wavefunctions are
used: real space (RS), plane waves (PWs), and linear combinations of atomic orbitals (LCAOs).
For RS representations the wavefunctions are directly sampled at a finite number of grid points,
whereas for PW or LCAO representations, the wavefunctions are expanded in either a plane wave
or atomic orbital basis set, respectively.

A wavefunction is an element of a Hilbert space, that is, a vector space with an inner product.
States are represented as elements of this vector space and therefore can be expressed as a linear
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combination of basis vectors. Moreover, any state ψ can be expressed as the linear combination
of vectors of a complete basis set

{
ϕµ

}
ψn =

∑
µ

cn,µϕµ. (2.48)

In practice, a truncated basis set is used to expand the wavefunctions and find the solution to
the KS equation in such a way that a finite matrix is employed to solve the eigenvalue problem.
In this section we provide a very brief review of each of these three representations.

2.7.1 Real Space

The values of wavefunctions, electron densities, and potentials on a discrete grid of finite points
in real space can be used to represent them54,55. Also, the kinetic operator of the Hamiltonian
contains the Laplacian operator and involves derivatives that may be approximated by finite
difference (FD) techniques56. The accuracy of this method can be systematically improved by
increasing the number and density of grid points, i.e., decreasing the spacing of the grid. One
of the advantages of this method is its flexibility when imposing boundary conditions. They
can be either periodic, non-periodic, or a mixture of the two. Furthermore, RS calculations
can be parallelized on different processors by domain decomposition. In this way the RS or
FD representation of the KS wavefunctions can be easily scaled up to perform calculations that
involve very large molecules with a great number of atoms.

2.7.2 Plane Waves

As we have seen in section 2.3, plane waves can constitute a complete basis set that spans the
space of KS wavefunctions. For a given unit cell of volume Ω and k-point k we may express the
periodic part of the wavefunction un from (2.14) using (2.20) as

un(r) =
1
√
Ω

∑
G

ũn,GeiG·r. (2.49)

In this way, the KS wavefunctions can be represented in terms of the coefficients ũn,G, and
the quality of this description is systematically improved by inclusion of more reciprocal lattice
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vectors, G, in the sum of (2.49). However, a PW expansion of the KS wavefunctions cannot be
domain decomposed, as is possible for real space calculations. This means paralelization may
only be performed over bands and k-points. Overall, PW representations are best suited for the
description of periodic systems, such as solids, and have difficulties describing localized isolated
systems. Despite this, the implied restriction of (2.49) on the form which the wave functions may
take tends to yield an improved and more dependable convergence of the KS scheme compared
to RS representations.

2.7.3 Linear Combination of Atomic Orbitals

Another type of basis set that can be used to represent the KS wavefunctions are linear combina-
tions of atomic orbitals (LCAOs). This approximation is widely used for ab initio calculations,
and is based on the idea that the molecular orbitals of a given system can be built from the orbitals
of its constituent atoms57. The representation of the KS wavefunctions as a linear combination
of atom-centered functions has proven to be useful in large systems with many atoms per unit
cell or with vacuum regions where plane waves become computationally expensive to use58. For
instance, the GPAW code employs LCAOs as a basis within the projector-augmented wave (PAW)
method59.

An atomic orbital centered on atom a, located at ra, ϕa
nlm(r− ra), is the product of a numerical

radial function ζnl(r) and a spherical harmonic Ylm(θ, φ), so that

ϕa
nlm = ζnl(r)Ylm(θ, φ), (2.50)

where {r, θ, φ} are spherical coordinates centered on atom a. In this way, µ in (2.48) corresponds
to atom a and n, l, and m, the three quantum numbers of a state. This basis set is obtained by
solving the radial all-electron KS equations for isolated atoms60,61. The detailed procedure to
generate LCAO basis functions can be found in Ref. 62.

LCAO basis sets are named following the number of basis functions used for each element59,63.
In this way, for the minimal or single-ζ (SZ) basis set, one radial function ζnl(r) for each occupied
valence orbital, |n⟩, is included. Likewise, multiple-ζ sets are obtained by generating multiple
functions by the split valence technique for each occupied valence orbital64. For instance, the SZ
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basis set for a hydrogen atom has one s-type function and the DZ basis set for a carbon atom has
two s-type functions and 2 × 2p-type functions.

Multiple-ζ orbitals improve the radial flexibility of the basis set and polarization functions
that have higher angular momentum l improve the angular flexibility. A polarized basis set has
a function with angular momentum l + 1 where l is the highest occupied valence orbital. For
example, a DZP basis for carbon or has 8 functions from the DZ part and 5 functions from the
polarized part which is a d-type orbital63, yielding a total of 13 orbitals per atom.

2.8 Projector Augmented Wave Method

The KS equations can be solved using efficient numerical methods by means of approximations,
which are related to the behavior of the wave functions in the different possibilities of space, that
is, near and far from the nucleus. These are known as pseudopotential methods and all-electron
method.

The implementation of pseudopotentials and pseudowave functions is based on the observation
that the electrons closest to the nucleus have a low interaction with the chemical environment.
This tells us that the energy possessed by the electrons closest to the nucleus is approximately
the same whether the atoms are isolated or forming a molecule. Furthermore, the total binding
energy depends mostly on the energy of the valence electrons and generally does not involve the
innermost electrons of the atom. On the other hand, the computational capacity necessary to
represent the innermost electrons of atoms is not very efficient to deal with the Coulomb potentials
to which they are subjected65.

All atomic wavefunctions, whether core or valence, should be mutually orthogonal because
they are derived from the same atomic Hamiltonian. The valence wavefunctions must oscillate
rapidly in the neighborhood of the nucleus to maintain their orthogonality since the states of
the nucleus are located in this region. Considering that the kinetic energy is proportional to the
second derivatives of the wave function and, therefore, to the magnitude of the curvature, these
rapid oscillations result in a high kinetic energy of the valence electrons close to the nucleus.
This kinetic energy produced causes the potential energy corresponding to the Coulomb potential
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to be annulled and it is for this reason that the valence electrons have greater freedom than the
electrons in the nucleus.

For this reason, it is often convenient to replace the Coulomb potential and core electrons
with a smooth66 pseudopotential and reproduce the effect of the potential and core electrons
on the valence electrons. To solve the KS equations, only the valence electrons are considered
for pseudopotentials, which are calculated and tabulated once for each element. However, this
approach has drawbacks since the information of the wave functions near the nucleus is lost and
there is no rigorous procedure to obtain reliable pseudopotentials.

In contrast, for all-electron methods the wave function retains all the information. This is
because if we use the frozen nucleus approximation, which fixes the orbitals within the nucleus
and they are calculated and tabulated once for each isolated atomic species.

The Augmented-Plane-Wave (APW) is a all-electron method which divides space into two
regions: a spherical one that is centered on each atom where the wave function expands locally,
and an interstitial between atoms where basis sets are usually used as plane waves, so that both
basis join at the limits of both regions.67

APW is a special case of a general all-electron method called Projector Augmented Wave
(PAW).68. This method is implemented within the GPAW69 code in all the calculations presented
in this thesis. The PAW method establishes a linear transformation T̂ that maps the physical
valence wavefunctions ψn onto computationally convenient fictitious pseudowavefunctions ψ̃n,

ψn = T̂ ψ̃n, (2.51)

where n is a quantum state label, that is a band, spin, or k-vector index. The transformation
operator is given by

T̂ = 1 +
∑

a

∑
i

(∣∣∣ϕa
i
〉
−

∣∣∣ϕ̃a
i

〉) 〈
p̃a

i

∣∣∣ , (2.52)

where ϕa
i are the atom-centered partial waves used to expand the all-electron wavefunction

within the atom-centered sphere or augmentation region, so that |ψn⟩ =
∑

ai ca
ni

∣∣∣ϕa
i

〉
, ϕ̃a

i are
the corresponding partial waves used to expand the pseudowavefunctions, and p̃a

i are projector
functions.

The approximation of the pseudo partial wave with the true partial wave is sufficiently precise
outside the augmentation region and smooth continuations within it. For each pseudo partial
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wave, a projector function is established which is located within the magnification region and
satisfies the condition

〈
p̃a

i | ϕ̃
a
j

〉
= δi j inside the sphere. For the PAW method to prove to be

practical, approximations such as the frozen core need to be considered.

2.9 Non-equilibrium Green’s function methods

To understand the dynamics of chemical bonds between molecules, methods have been developed
that facilitate calculations of electronic transport (ET) and that are responsible for the chemical
process behind any reaction. The first experiments performed were in the ET 2000s, where
transport across molecular cable junctions was measured70,71. The general scientific interest to
understand the dynamics between bonds, led to the development of theoretical methods that have
a high reliability to simulate ET through nanoscale bonds.

DFT provides a convenient framework for performing ab initio calculations for a wide range of
systems. However, most of these methods used in calculations must be limited to finite or periodic
systems in equilibrium. Furthermore, a rigorous theory capable of using a more appropriate72

functional has not yet been developed.

For physical systems to show ET, a bias with finite voltage must must be applied to the
electrons in the junction, which is transported across the junction. This results in highly elastic
dispersion through a system that is not in equilibrium.

The basis of the ET calculation methods is based on the Landauer73,74 and Büttiker75 formula-
tion used to explain the current through a finite disordered region of non-interacting electrons. The
conductance formulated by Landauer-Büttiker can be solved using the non-equilibrium Green’s
function (NEGF) method where the ground state of the system Hamiltonian is gets from DFT. In
this section, we will describe this method.

2.9.1 Electronic transport in a contact-electrode system

If we consider the low temperature limits (T → 0) and zero bias (ϵ ≈ εF) , the linear response
conductance of non-interacting electrons passing through a scattering region (C) connected by
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two input and output electrodes (input, output) we can define it as

G = G0T (εF) , (2.53)

where T (ϵ) is the elastic transport function, εF is the Fermi energy, and G0 = 2e2/h = 2/π is the
quantum of conductance. The probability that electrons with a given energy ϵi can be transferred
across a junction is described by the elastic transport function. The retarded, Gr, and advanced,
Ga, Green’s functions (GFs) are defined in terms of a spatially localized basis set {ϕi} chosen to
represent the system’s Hamiltonian Ĥ and the current, and may be expressed in term of the input
and output leads and the scattering region as

(zrS −H)Gr = 1, (2.54)

where zr = ϵ+ i0+is the pole of the retarded GFGr,H is the Hamiltonian matrix,S is the coupling
matrix and 1 is the identity matrix. The advanced GF can be obtain by applying the complex
conjugate transform to the retarded GF, so that Ga = (Gr)†. Equation (2.54) describes the system
as one of non-interacting electrons moving phase-coherently through a scattering region from a
input to output lead. Meir and Wingreen76 derived a useful formula for the transmission function
using NEGF in term of the regions input −C − output,

T (ϵ) = Tr
[
Gr

C(ϵ)Σinput(ϵ)Ga
C(ϵ)Σoutput(ϵ)

]
(2.55)

where Gr
C(ϵ)

(
Ga

C(ϵ)
)

is the retarded (advanced) GF of the scattering (C) region,

Gr
C(ϵ) =

[
zrSC −HC − Σinput (zr) − Σoutput (zr)

]−1
. (2.56)

The lead self-energies Σi/o for the input or output leads in (2.55) are defined as,

Σi/o(z) =
(
zSC,i/o −VC,i/o

)
G0

i/o

(
zS†C,i/o −V

†

C,i/o

)
(2.57)

whereVC,i/o and SC,i/o are the coupling and overlap matrices between the scattering region atoms
and the i/o lead, respectively, G0

i/o =
[
zSi/o −Hi/o

]−1 is the surface GF that describes the semi-
infinite i/o lead in terms of the Hamiltonian and overlap of the same lead, which can be calculated
using a decimation technique77. The self energy is calculated similarly using a Dyson equation78,
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where the infinite sum of Feynman diagrams are connected by the GF of the scattering between
input and output leads across the scattering (C) region. Finally,

Γi/o = i
(
Σi/o − Σ

†

i/o

)
(2.58)

are the off-diagonal eigenenergies for each lead region79.

2.9.2 Algorithmic implementation

An appropriate method for performing ET calculations was implemented by Brandbyge et al.80,
as shown schematically in Fig.2.2. Considering input−C − output regions, the density, overlaps,
and Hamiltonian matrix of each region are expressed as a full Hamiltonian of the form

H =



. . . Vi 0 0 0
V
†

i Hi Vi 0 0
0 V

†

i HC Vo 0
0 0 V

†
o Ho Vo

0 0 0 V
†
o

. . .


(2.59)

where Hi, Ho, and HC are the onsite Hamiltonian matrices of the input, output, and C regions,
respectively, and Vi and Vo are the coupling matrices between the i/o lead and the C region,
respectively. This is the formalism employed to describe intratube transport through a single
SWCNT (cf. Figure 2.2).

Note that the interaction between input and output leads in the scattering region is assumed to
be zero. This is because there should be no interaction between non-neighboring principal layers
(PLs) of the leads. Also, the leads are continued semi-infinitly along the transmission directions.

The GPAW code implement the strategy of invert the total Hamiltonian in (2.59) as a semi-
infinite matrix to obtain the GF81,82 with the following considerations. As shown in Fig. 2.2,
leads typically include at least two PLs in order to separately determine the onsite hamiltonian
H and the coupling between PLs V. This would mean the matrices

(
Hi/o

)
contain at least two

PLs, with one being a periodic part of the Hamiltonian such that there is only coupling between
nearest-neighbor PLs. To ensure we have proper interactions between the central (C) scattering
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INPUT
LEADS

OUTPUT
LEADS

(10,2) SWCNT  Junction

SCATTERING
REGION

INTRATUBE
TRANSPORT

INTERTUBE
TRANSPORT

Gh

Figure 2.2: Schematic representation of the scattering region in a (10,2) SWCNTs unit cell
junction composed of two pairs of input/output electrodes leads, left and right, top and bottom,
and a central (C) scattering region, with Hamiltonians h1, h2 for input/output electrodes pairs,
and h, for central region. The intratube transport (yellow arrow) and intertube transport (green
arrow) processes are depicted schematically with hopping conductance Gh

region and the electrodes or leads, HC would include at least one PL where it couples to the
i/o leads. Additionally, when non-orthogonal basis sets, such as those employed in LCAO, form
the Hi, Ho, and HC matrices, the coupling matrices Si, So, and SC should be provided. It is
necessary to ensure that the system is isolated and large enough for sensing to be performed within
the input − C − output regions due to the electrostatic potential. By using a LCAO basis in our
DFT calculations, the GPAW code uses the complete LCAO Hamiltonian of the full system within
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the unit cell, which is useful for NEGF calculations. More details about this implementation are
provided in Ref. 81.

Considering the NEGF-DFT framework, to obtain a spatial understanding of the path followed
by the tunneling electron, the proper transmission channels establish it in the form of a decaying
wave function. These are the best way to represent the closest path to the proper state in charge
of conducting the electric current. The shape of these channels is energy dependent, generally
taking the shape of the energetically closest molecular orbitals. They are also affected by the
transfer capacity of the molecule, for example, the wave function decreases between atoms and
molecules, the chemical potential and the hopping force. To some extent, the contribution of
each orbital is related to the product of the orbital coefficients on the atoms at each terminal and
is inversely proportional to the energy gap between the orbital and the Fermi energy, εF

83,84 .
Thus, eigenchannels establish a pathway for differentiating between σ and πmolecular bonds and
anti-bonding orbitals, both of which are necessary for ET.

The efficiency of the DFT-NEGF method to model ET depends on the functional of correlation
and exchange (xc) used as of the molecule in the central region itself. Unlike other computational
methods to perform ET calculations, the DFT-NEGF method is emerging as the most practical and
effective when considering computational capacity and time consumption85,86. A more general
comparison of NEGF-DFT with LCAO is provided in Ref. 79.

2.10 Percolation Theory

In statistical physics and mathematics Percolation Theory describes the behavior of a network as
the number of connections in the network increases. As described by Grimmett87, percolation
theory is the simplest model used to describe the statistical dependence of the disorder of a medium
as additional connections are added. These may be dived into two main types of percolation:
site percolation and bond percolation. In this work we will focus on the bond percolation and
its mathematical model, as it provides the best description of the conduction process within a
PVA/SWCNT CPC.
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2.10.1 Bond Percolation

Bond percolation is a model that describes a regular point lattice Z = Zd in a Euclidean d-
dimensional space which considers the edges of the lattice as the most relevant, as depicted
schematically in Fig. 2.3).

Figure 2.3: Bond percolation representation.

The mathematical construction for bond percolation may be described in the following manner.
First, we define the set A = Ad of edges of Z to be the set

A =
{
{x, y} : x, y ∈ Zd, |x − y| = 1

}
, (2.60)

and designate each edge of A to be independently ”open” with probability Pop ∈ [0, 1] and closed
with probability Pcl = 1 − Popen. Next, we define an open path to be any path in Z all of whose
edges are open, and define the so-called open cluster C(x) to be the connected component of the
random sub-graph of Z consisting of only open edges and containing the vertex x ∈ Z. Write
C = C(0). The main objects of study in the bond percolation model are then the percolation
probability Pperc(Pop) = Pp(|C| = ∞) and the critical probability Pcrit = sup{Pop : Pperc(Pop) = 0},
where Pp is defined to be the product measure Pp =

∏
e∈Ad µe, µe is the Bernoulli measure

µe =

 Pcl, if e is closed
Pop, if e is open

, (2.61)
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which assigns Pcl whenever e is closed and assigns Pop whenever e is open, and Pcrit is the
percolation threshold. Bond models for which Pop > Pcrit will have fully connected components
whereas those for which Pop < Pcrit will not.

In a thin film composed of SWCNTs embedded in a polymer matrix, e.g., PVA, there is a
random distribution of the components, which can be considered as a complex network. For this
reason it is important to consider the percolation theory, since PVA acts as an insulating ”buffer”
between the highly conductive SWCNTs, ensuring that the SWCNTs remain “debundled” and
there is a minimum SWCNT· · · SWCNT coverage threshold that allows the system to percolate.

There are models that use the percolation theory to determine the electrical conductivity in an
insulating medium containing conductive media, similar to a PVA/SWCNT CPC. According to
Mutlay and Tudoran27, the conductivity of such systems follows a power law on of the following
form

σ = σe (ϕ − ϕc)s (2.62)

where σ is the conductivity, σe is the effective conductivity, ϕ is the inclusion volume fraction,
ϕc is the percolation threshold volume fraction, and s is the critical exponent. Generally the
magnitude of s can range from one to three, i.e., s ∈ [1, 3]. In other words, the conductivity of
(2.62) exhibits a linear to cubic dependence on the volume fraction difference from the percolation
threshold.

2.11 Random Walk

Monte Carlo methods are a wide range of computational algorithms that focus on determining
numerical outcomes from random samples. The underlying concept is to use randomness to
solve problems that might be deterministic in principle. Random walk is one of the Monte Carlo
methods that is useful to calculate the possible path that electrons could follow to go from the input
lead to the output lead as shown in Fig. 2.4. If we consider a system similar to the one described
in the previous section, in which an electron travels through a network full of connections, we
cannot be sure of the exact path that said electron is traveling. However, we can say that the
electron follows a random walk through the system until it reaches the other end and is measured.
In order to calculate the conductivity of the system from the conductance, we need both the lead
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Figure 2.4: Schematic representation of the conductance process of the studied system, bond
percolation, cross sectional area, hopping conductance and zenithal angle θ.

separation distance L and the cross-sectional area in which an electron percolates A, where the
latter may be treated as a random walk problem. Figure 2.4 provides a schematic representation
of the conductance process of PVA/SWCNT system and the cross sectional area A.

According to Landau and Páez88, assuming that a particle makes a number of steps N, the
particle is equally likely to travel in any direction at each step. This means, the average radial
distance travelled is

R2 = (∆x1 + ∆x2 + · · · + ∆xN)2 + (∆y1 + ∆y2 + · · · + ∆yN)2 (2.63)

=∆x2
1 + ∆x2

2 + · · · + ∆x2
N + 2∆x1∆x2 + 2∆x1∆x3 + 2∆x2∆x1 + · · ·

+ ∆y2
1 + ∆y2

2 + · · · + ∆y2
N + 2∆y1∆y2 + 2∆y1∆y3 + 2∆y2∆y1 + · · ·

If we take the average of a large number of such random steps, all the cross terms in (2.64) will
tend to cancel and we will be left with

R2
rms ≃

〈
∆x2

1 + ∆x2
2 + · · · + ∆x2

N + ∆y2
1 + ∆y2

2 + · · · + ∆y2
N

〉
(2.64)

=
〈
∆x2

1 + ∆y2
1

〉
+

〈
∆x2

2 + ∆y2
2

〉
+ · · ·

= N
〈
r2

〉
= Nr2

rms

⇒ Rrms ≃
√

Nrrms, (2.65)

where rrms =
√〈

r2〉 is the root-mean-square step size.
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2.12 Single-Walled Carbon Nanotube

Single-walled carbon nanotubes (SWCNTs) are formed by rolling a graphene sheet into a cylinder
that typically has a diameter between 0.2 and 10.0 nm and a length between 0.1 µm and 1 cm.89

Because the length to diameter ratio ranges from one thousand to ten million, SWCNTs are
considered one-dimensional objects.

Depending on the way the graphene sheet is rolled, SWCNTs can acquire different properties,
among which we can differentiate achiral (zigzag or armchair) or chiral SWCNTs. To deter-
mine the type of SWCNTs, we need to define the chiral vector Ch which is directed along the
circumference of the nanotube and is expressed in terms of the unit vectors a1 and a2 by

Ch = na1 + ma2 ≡ (n,m) (0 ≤ m ≤ n), (2.66)

where n and m are integers that determine the chiral angle θ = arctan
( √

3n
2m+n

)
. From here we

can deduce that (n = m, θ = 30◦) corresponds to armchair SWCNTs, (m = 0, θ = 0◦) to zigzag
SWCNTs, and other combinations (0◦ < θ < 30◦) to chiral SWCNTs as shown in Fig. 2.5.

In SWCNTs the electronic properties and band structure are affected by the periodicity of
the carbon atoms. This is known as the zone folding approach and is derived from the tight
junction model of graphene. For the development of this thesis, we only need to take into account
the classification of the SWCNTs, which is established by the relationship of their indices: a
SWCNT is metallic if n−m ≡ 0 mod 3, which includes all armchair-type SWNTs, otherwise it is
semiconductor. If we consider curvature effects, the classification changes: armchair SWCNTs
remain metallic, otherwise when indices n − m ≡ 0 mod 3, the nanotube has a finite space
proportional to 1/d2 and sin 3θ where d is the diameter and θ is the chiral angle.90

The differences between metallic and semiconducting SWCNTs can be easily seen from
their density of states (DOS). Metallic SWCNTs have non-zero DOS ϱ(ε) near the Fermi level
εF (ϱ(εF) ≫ 0), whereas for semiconducting nanotubes the DOS near the Fermi level is zero
(ϱ(εF) = 0), as seen in Fig. 2.6. It can clearly be seen that DOS cannot be represented as a
smooth function, but characteristic peaks can always be observed which are known as van Hove
singularities. This feature of the DOS results from the one dimensional nature of SWCNTs. Each
singularity is marked with the index of the valence (v1, v2) or conduction (c1, c2) sub-band to
which it belongs in Fig. 2.6.
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(a) (b)

Figure 2.5: a) Graphene sheet showing the a1 and a2 vectors of equation (2.66) for zigzag (n,0),
armchair (n,n), or chiral (n,m) SWCNTs and (b) prototypical atomic structures of zigzag (dark
green) and chiral (green and blue) SWCNTs. Colored regions (excluding grey colors) shows the
chirality of the SWCNTs that are present in the sample used to develop the experimental part.



CHAPTER 2. THEORETICAL BACKGROUND 35

-1 -0.5 0 0.5 1
Energy ε−ε

F
 (eV)

0

10

20

30

40

50

D
e
n
s
it
y
 o

f 
S

ta
te

s
 (

1
/e

V
)

E
22

E
11

v
2

v
1

c
1

c
2

Figure 2.6: Density of states in eV−1 versus energy ε relative to the Fermi level εF in eV of a
semiconducting (10,2) SWCNT. State occupation is marked in grey (valence band) and the arrows
show the dominant E11 and E22 transitions.





Chapter 3

Methodology

3.1 Characterization of PVA/SWCNT thin films

The procedure for the fabrication of PVA/SWCNT CPC thin films and the results of the experi-
mental measurements of the conductance are explained in the thesis of Jorge Suarez91. However,
it is important to understand the characterization of the PVA/SWCNT composite since this will
allow us to determine the chiralities of the SWCNTs and which is predominant at all stages of
thin film processing.

One of the best experimental techniques to characterize carbon-based materials is Raman
spectroscopy. Raman allows us to obtain characteristic peaks of SWCNTs, i.e., their radial
breathing mode (RBM), and thus recognize their chirality, and concomitant electronic properties
(semi-conductive or metallic nature). Moreover, Raman provides valuable information about
defects in the structure, measuring the 2D and 3D values of the orientational order parameter and
demonstrating the presence of any mechanical constraints at the SWCNTs surface due to changes
in the micropolarities induced by pH changes, charge transfer, or the presence of other heavy
macromolecules.

In our case, Raman was used to obtain a quantification of the orientational order parameter
and to show the representative zones of the RBM. The Raman spectrum was obtained by exciting
with a wavelength λex = 1064 nm both in the pure wet cake sample of SWCNTs, in solution with

37
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the solvent, and within the PVA/SWCNT composite at different concentrations. For more details
about the complete characterization of the PVA/SWCNT composite, we refer the reader to Refs.
91 and 92.

An important check of our computational procedure is to compare the experimental results.
For this reason, RBM calculations were performed for the different SWCNTs that appear in the
experimental sample.. This was accomplished using the ASE93 and GPAW94,95 libraries to realize
DFT-based vibrational calculations. Using the ASE module, the Hessian and hence all modes of
vibration for each SWCNT that appears in the measured Raman spectra were obtained and the
vibrational mode corresponding to the RBM for each SWCNT was determined. Additionally,
because the RBM frequency is inversely proportional to the diameter of the SWCNTs, we may
approximate the SWCNTs’ RBM using their calculated diameters in the formula

ωRBM =
α

d
+ ω, (3.1)

where α is the constant of proportionality between the RBM frequency and the inverse of the
SWCNT’s diameter, and ω0 is dependent on the SWCNT’s physicochemical environment96,97.

Once the predominant SWCNT chirality in the samples was established, the system to be
modeled computationally was developed. Experimentally, the system consists of a CPC com-
posed of PVA, with a molecular weight of each chain 440.52 g/mol and total molecular weight
85000 g/mol, and SWCNTs, with a molecular weight per unit cell of 248 carbon atoms or
2978.65 g/mol. However, due to the hydrophobic nature of the SWCNTs, a solvent is needed
to make the composite with PVA. In our case the solvent is Brij-78, with a molecular weight of
1151.57 g/mol.

3.2 DFT Calculation Details

All total energies and atomic structures have been calculated using density functional theory
(DFT). We employ a linear combination of atomic orbitals (LCAO) consisting of double-ζ-
polarized (DZP) basis sets, which is ideal for representing systems of several atoms per unit
cell58, to represent the Kohn-Sham wave functions and a real-space (RS) grid to represent
the electron density within the projector augmented wave (PAW) method as implemented in the



CHAPTER 3. METHODOLOGY 39

GPAW software package. As described in Ref. 98, the generalized-gradient approximation (GGA)
implementation of Perdew, Burke, and Ernzerhof (PBE) which has been employed throughout for
the exchange and correlation (xc) functional with van der Waals (vdW) interactions included at the
Grimme’s D3 semi-empirical level (PBE-D3). All structures have been relaxed until a maximum
force Fmax ≤ 0.03 eV/Å has been obtained, with a grid spacing of h ≈ 0.2 Å and energies
extrapolated to T → 0. To avoid interactions between periodic images, we have employed more
than 10 Å of vacuum perpendicular to the axis for SWCNT’s99 and PVA. We have also minimized
the SWCNT’s energy with respect to the cell length parallel to the SWCNT’s axis, yielding a unit
cell of 20.8 × 20.8 × 23.883 Å3 for the (10,2) SWCNT. PVA was modelled as an infinite chain
consisting of ten PVA units with a relaxed unit cell of 25.4472 × 16 × 16 Å3.

To determine the ground state structure for PVA adsorbed on a SWCNT, we employ a non-
orthogonal 25.4472×33.07×23.883 Å3 unit cell varying the angle γ between C20O10H40 chain and
the SWCNT in the xz-plane from 30◦ to 90◦. The SWCNT—C20O10H40 separation was initially a
short-range hydrogen bond configuration (dOH···C ∼ 1.8 Å) and, after allowing the system to relax
into its ground state configuration, yielded a long-range weak hydrogen bond (dOH···C ∼ 2.2 Å)
between PVA and the SWCNT. A similar procedure was employed to determine the ground state
structure for a SWCNT adsorbed on a SWCNT, using a non-orthogonal 23.883×33.07×23.883 Å3

unit cell and varying the angle between the tubes in the xz-plane from 0◦ to 90◦. These structures
yielded a SWCNT—SWCNT separation of dC···C ∼ 3.4 Å, consistent with the interlayer separation
in graphite.

3.3 Modelling Adsorption

The binding energy, Ebind, of an adsorbate X ∈ {PVA, SWCNT} on a given substrate S ∈ {SWCNT}
is obtained from the difference in energy between the separated and combined systems, so that

Ebind [X@S ] ≈ E [X] + E [S ] − E [X@S ] . (3.2)

Because we find PVA does not form covalent bonds with SWCNT we may safely neglect any
difference in entropy between the adsorbed species. The ratio of forward to backward rate
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constants for the adsorption process at room temperature, i.e. 25◦C, is then

K [X@S ] ≈ exp
(

Ebind [X@S ]
kBT

)
. (3.3)

3.4 NEGF Calculation Details

The implementation of the Landauer-Bütticker formulation to determine the conductance in the
system schematized in Fig. 2.2 was calculated using a multi-terminal implementation of the
NEGF method. In this way, we can obtain the conductance between PVA-SWCNT and SWCNT-
SWCNT. With this method, we obtain an excellent description of electronic transport. According
to the method explained in Ref. 25, the multi-terminal procedure for NEGF can be calculated
using the formula

G = G0 Tr
[
GcΓinG†cΓout

]∣∣∣∣
ϵ=ϵF

(3.4)

where Gc represents the Green’s function in the central region of the junction and Γin/out are the
coupling to the semi-infinite input and output leads.

To describe the conductance process for the semiconducting system we have assumed that the
SWCNTs are p-doped, due to common carbon vacancy defects in the SWCNT structure. This
means that the Fermi energy ϵF should be taken as the energy of the valence-band maximum
(VBM) ϵVBM, and conductance occurs through the VBM.

3.5 Geometric Affine Deformation Model

To develop mathematical models of conductivity, the geometric affine deformation model for the
PVA/SWCNT CPC first needs to be taken into account. The orientational order parameter S for
a uniaxially stretched SWCNT sample in 3D is defined as100

S =
3⟨cos2 θ⟩ − 1

2
, (3.5)

by taking the statistical average of the angle θ between the SWCNT’s axis and the direction of
extension after stretching. Modelling the SWCNTs in the PVA film as rigid bodies undergoing
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an affine deformation, this final zenithal angle θ may be expressed in terms of the initial zenithal
angle θi and the ratio of final to initial extensions λ = L f /Li of the sample as

tan θ = λ−3/2 tan θi (3.6)

From (3.6), we can derive the following expressions for the sine and cosine functions of the
zenithal angle θ

cos2 θ =
λ3

λ3 + tan2 θi
(3.7)

sin2 θ =
tan2 θi

λ3 + tan2 θi
, (3.8)

as described in Appendix A.

Using (3.7) and (3.8) and assuming the nanotube orientations were initially uniformly dis-
tributed, so that the probability of having an initial zenithal angle θi is P(θi) = sin θi, we may
calculate the statistical average over θ of cos2 θ and sin2 θ as

⟨cos2 θ⟩ =

∫ π
2

0

λ3 sin θidθi

λ3 + tan2 θi
=

λ3

λ3 − 1

1 − arctan(
√
λ3 − 1)

√
λ3 − 1

 , (3.9)

⟨sin2 θ⟩ =

∫ π
2

0

tan2 θi sin θidθi

λ3 + tan2 θi
=

λ3

λ3 − 1

arctan
√
λ3 − 1

√
λ3 − 1

−
1
λ3

 . (3.10)

Detailed derivations of (3.9) and (3.10) are provided in Appendicies A.1 and A.2, respectively.

Substituting (3.9) into (3.5), the definition of the orientational order parameter S , we obtain
the geometric affine deformation model100,101 S g, which may be expressed more simply as

S g =
3
2

λ3

λ3 − 1

1 − arctan(
√
λ3 − 1)

√
λ3 − 1

 − 1
2
. (3.11)

Similarly, using the geometric affine deformation model, we may calculate the average over θ
of cos θ and sin θ as

⟨cos θ⟩ =
∫ π

2

0

λ3/2 sin θi√
λ3 + tan2 θi

dθi =
λ3/2

λ3/2 + 1
, (3.12)

⟨sin θ⟩ =
∫ π

2

0

tan θi sin θi√
λ3 + tan2 θi

dθi ≈
1
2

√
7λ + 3

λ3/2 + 1
. (3.13)

Detailed derivations of (3.12) and (3.13) are provided in Appendicies A.3 and A.4, respectively.





Chapter 4

Results & Discussion

This chapter is divided into three main sections. In Section 4.1 the experimentally measured
Raman spectra and conductance of thin films are discussed, in Section 4.2 the results of each
of the theoretical models that were developed to obtain the conductivity are shown, and, finally,
in Section 4.3 we compare our theoretical model to the experimental results together with the
anisotropic analysis of the PVA/SWCNT composite.

4.1 Raman Spectra of the SWCNT Radial Breathing Mode

The results of the Raman spectrometry analyzes were obtained from three different samples. The
first is a wet cake or paste that includes only the sample of SWCNTs as purchased. The second
sample is a solution in the Brij-78 solvent of PVA and SWCNTs. The third is a sample thin film
of the PVA/SWCNT composite.

In figure 4.1 the Raman spectrum (RBM region) of the first sample is shown together with a
best fit that is its deconvolution into separate RBM modes of given SWCNTs. The spectrum was
decomposed to show the contributions of each of the SWCNTs present in the sample. Among the
SWCNTs that stand out the most are the (11,10), (14,0), (11,3), (9,4), (10.2), (7,6), (9,2), (6,5)
and (7,3). The most intense RBM modes are those attributable to the (11,10), (10,2), (7,6) and
(7,3) SWCNTs. It is important to mention that in the spectrum, the RBM of the (10,2) and (7,6)
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(10,2)/(7,6)

(11,10) (6,5)

(7,3)

(11,3) (9,2)
(14,0) (9,4)

wet cake

Figure 4.1: Raman Shift in cm−1 of the RBM region for the as purchased pure pristine SWCNT
wet cake sample.

SWCNTs are very similar, making it difficult to specify which is the SWCNT actually observed
in the spectrum.

(10,2)/(7,6)

(11,10)
(6,5) (7,3)

(11,3)

Figure 4.2: Raman Shift in cm−1 of the RBM region for the Brij-78/PVA/SWCNT solution.

Figure 4.2 shows the RBM region of the Raman spectrum for the sample with solvent in
solution. Again, the RBM of the SWCNTs can be clearly seen. In the same way as Fig. b4.1,
the deconvolution of the spectrum is shown together with its decomposition to highlight the
predominant SWCNTs in the solution. However, vibrational modes attributable to the sample
being in solution “wash out” much of the SWCNTs’ RBM modes, so that only the (11,10), (10,2),
(7,6), (6,5), and (7,3) SWCNTs are clearly visible.
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Figure 4.3: Raman Shift in in cm−1 of the RBM region for the PVA/SWCNT thin film.

Finally, the spectrum of the dry composite between PVA/SWCNT is shown in Fig. 4.3. As in
Figs. 4.1 and 4.2, the deconvolution and decomposition of the spectrum are shown. Figure 4.3
highlights the SWCNTs that are predominantmost common in the PVA/SWCNT thin film. Among
these chiralities the (11,10), (10,2) and (7,6) again stand out. Based on this information, we can
determine the SWCNTs that contribute the most to the conductance of the PVA/SWCNT system,

Table 4.1: Single-Walled Carbon Nanotube Chiral Indicies (n,m), Radial Breathing ModesωRBM

in cm−1 with λex = 1064 nm Excitation in Wet Cake, Solution, Film, from Ref. 102, and DFT
Calculations, and DFT Calculated Diameter d in Å.

radial breathing mode diameter
ωRBM (cm−1) d (Å)

chirality wet cake solution film ref. 102 DFT DFT
(7,3) 332 333 333 330 321 7.11
(6,5) 313 313 314 311 305 7.63
(9,2) 289 — 294 295 282 8.10
(7,6) 265 269 269 267 255 8.98
(10,2) 265 269 269 267 256 8.87
(11,3) 233 237 236 233 221 10.17
(14,0) 218 — 219 215 202 11.38
(11,10) 176 172 170 — — —
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and determine the most relevant SWCNT chirality to be simulated.

After obtaining the experimental RBM frequencies from the Raman spectrum, we calculate
the same frequencies theoretically for the experimentally observed SWCNTs. The experimental
and theoretical RBM frequencies are provided in Table 4.1 and they are directly compared in

Figure 4.4: Comparison between DFT and experimental calculations for RBM (filled colored
circles), diameter (colored squares) and representation of each SWCNT chirality.

Fig. 4.4. We observe a very good agreement between the experimental values for all samples,
as well as with those calculated from DFT, up to a 11 cm−1 mean absolute error. The observed
minor underestimation of the RBM from DFT compared to the Raman measurements may be
attributed to differences in the physiochemical environment, as all DFT calculations are performed
in vacuum. Overall, these results clearly demonstrate the reliability of our DFT calculations for
describing the SWCNTs in the PVA/SWCNT CPC.
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Figure 4.5: Schematic representation of predominant SWCNTs in the thin film sample and
comparison between their lengths.

Figure 4.5 shows the relaxed structures of the most prevalent SWCNTs in the PVA/SWCNT
thin film. We can clearly see that the SWCNT with the fewest carbon atoms is the (10,2) SWCNT
with 248 carbon atoms, while the others have 508 and 1324 carbon atoms for the (7,6) and
(11,10) SWCNTs, respectively. For this reason, the (10,2) SWCNT has been chosen to simulate
since having fewer atoms, the computational capacity required to perform NEGF conductance
calculations will be less than with the others. However, as each SWCNT observed in the Raman
spectra is semiconducting with similar diameters, differences between their conductivities are
expected to be minor, so that our model can be applied to the measured SWCNT/PVA thin film.

Having chosen the SWCNT chirality to be simulated, conductance and adsorption energies
were calculated as described in Chapter 3. As mentioned previously, SWCNTs are ballistic con-
ductors. For this reason, conductance calculations have been performed in a unit cell containing
a SWCNT· · · SWCNT junction, as depicted in Fig. 2.2.

On the one hand, the adsorption energies between SWCNTs are calculated depending on
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Figure 4.6: Adsorption energy versus the angle between the SWCNTs calculated using the
PBE xc functional (filled black dots), including Van der Waals interactions at the Grimme’s D3
(PBE-D3) level (filled green squares) and their difference (filled red diamond). Fits of the form
E0◦ + (E90◦ − E0◦) sin γ (blue line) and E0◦ + (E90◦ − E0◦) sin3/2 γ (black lines) are also shown.

the angle between them γ. These energies are shown in Fig. 4.6 calculated using the PBE xc
functional, including Van der Waals interactions between carbon atoms at the Grimme’s D3 level
(PBE-D3), and the difference between them, each with its own fit line. In figure 4.6, it can be
clearly seen how there is a lower energy value when the SWCNTs are aligned both at 0◦ and
at 180◦, which indicates that the SWCNTs have a tendency (they would prefer) to “bundle”,
i.e., remain aligned with each other, as they would be in a lower energy state. However, it is
important to mention that the experimental treatment performed to put the SWCNTs in solution
was specifically made to “debundle”, i.e., separate them, and prevent them from “rebundling”.

On the other hand, we also perform calculations of the intertube transport conductance as
a function of the SWCNT· · · SWCNT angle γ, as shown in Fig. 4.7. The calculations were
performed using two types of basis sets: single-ζ -polarized and double-ζ -polarized. As we see,
there is no significant difference between calculations with either base set. In this way, we can
justify that the calculated conductance is well converged with respect to basis set. In addition,
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we can observe the change of conductance with respect to the angle between SWCNTs, having a
higher conductance when the SWCNTs are aligned (0◦ and 180◦), while conductance is shown to
be lower for γ = 75◦ or 105◦.
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Figure 4.7: Intertube transport conductance in units of the quantum of conductance G0a (10,2)
SWCNT junction, shown schematically in Fig. 2.2, as a function of the angle between the SWCNTs
calculated using SZP (filled blue dots) and DZP (filled red squares) basis sets. The best fit of the
form σ0◦(1 − γ/90◦)2α + σ90◦ sin4α γ (black line) is also provided.
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4.2 Conductivity Models

In addition to simulating the components of the PVA/SWCNT CPC, we also focused on devel-
oping a mathematical model that explains the variation of the conductivity of the PVA/SWCNT
composite. Our intention is that such a model can be used to describe the conductance of any
polymer-based composite with SWCNTs. To develop the model, many considerations of what
may affect the system were need to be made until the final model was obtained. Next, the different
considerations that were made will be described and our reasons for rejecting or accepting a model
will be explained.

Model 1

Since the definition of conductivity is related to conductance, we start by expressing the con-
ductance of the a channel inside the system in terms of the number of “hops” between SWCNTs
Nh, the distance the electrons travel through the film L, the “hopping” resistance Rh, which is
described by the resistance the electron feels to passing through the separation between SWCNTs
at each adsorption site, the zenithal angle θ and the distance between hops in the nth tube ℓn as

Gch =

 N∑
n=1

Rh(γn)

−1

=
1
N

[
⟨Rh(γ)⟩γ

]−1
(4.1)

=
1
L

N∑
n=1

ℓn cos(θn)
N

[
⟨Rh(γ(ϕ, θ, θ′))⟩ϕ,θ,θ′

]−1
(4.2)

=
⟨ℓ⟩ℓ⟨cos θ⟩θ

L

[〈
Rh(γ(ϕ, θi, θ

′
i , λ))

〉
ϕ,θi,θ

′
i

]−1
(4.3)

=
⟨ℓ⟩

L
λ3

λ3 − 1

(
1 −

1
λ3/2

) [〈
Rh(γ(ϕ, θi, θ

′
i , λ))

〉
ϕ,θi,θ

′
i

]−1
(4.4)

=
⟨ℓ⟩

L
λ3

λ3 − 1

(
1 −

1
λ3/2

)
[⟨Rh(λ)⟩]−1 (4.5)

where the hopping resistance as a function of the SWCNT· · · SWCNT angle γ takes the form (cf.
Fig. 4.7)

Rh (γ) ≈ σ0◦(1 − γ/90◦)2α + σ90◦ sin4α γ, (4.6)
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where α ≈ 3.02, σ0◦ ≈ 2 G0, and σ90◦ ≈ 0.00255 G0.

Assuming that the azimuthal angle ϕ does not change as the film is stretched, so that ϕ = ϕi,
the average hopping resistance satisfies

⟨Rh
(
γ(ϕ, θi, θ

′
i , λ)

)
⟩ϕi,θi,θ

′
i
=

∫ 2π

0
dϕ

∫ π/2

0
dθi

∫ π/2

0
dθ′i sin θi sin θ′iRh

(
γ(ϕi, θi, θ

′
i , λ)

)
, (4.7)

where the SWCNT· · · SWCNT angle γ satisfies

cos γ = cos ϕ sin θ sin θ′ + cos θ cos θ′ (4.8)

Using the geometric affine deformation model, as derived in Appendix A, we find

cos γ =
cos ϕ sin θi sin θ′i + λ

3√
λ3 + tan2 θi

√
λ3 + tan2 θi

. (4.9)

If we substitute (4.9) in (4.7) we can see that we will have an integral that is too complicated to
solve analytically, so we will solve it numerically.

We may model the average distance between hops ⟨ℓ⟩ in terms of the average total SWCNT
length ℓ0, and the number of SWCNT junctions per tube NCNT as

⟨ℓ⟩ = ℓ0

(
1 −

2
max(2,NCNT) + 1

)
min

{
1,

NCNT

2

}
(4.10)

where NCNT = nsΘCNT is the number of SWCNTs adsorbed on each SWCNT, ns = ℓ0/uCNT is the
number of available sites for adsorption on a SWCNT, ℓ0 ≈ 500 nm is the average total length of
a SWCNT, uCNT ≈ 2.4 nm is the unit cell length, and ΘCNT is the fractional coverage by SWCNTs
ΘCNT. The latter may be described by

ΘCNT ≈
CCNTKCNT

1 +CCNTKCNT +CPVAKPVA
, (4.11)

where CCNT and CPVA are the fractional concentrations of CNTs and PVA in solution, respectively,
and KCNT and KPVA are the ratios of forward to backward rate constants for the adsorption of
CNTs and PVA on a CNT, respectively, i.e.,

K =
k+
k−
≈ exp

(
Ebind

kBT

)
(4.12)
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where Ebind is the binding energy and kBT ≈ 25 meV at room temperature. For SWCNT we find
Ebind[CNT] ≈ 0.483 eV whereas for a PVA Ebind[PVA] ≈ 0.446 eV. Here we have assumed that
the adsorption reaction does not significantly reduce the entropy of the adsorbed molecule, i.e.,
∆S ≈ 0, since the molecules are physisorbed rather than chemisorbed. The total conductance
Gtot of the film is then

Gtot =

Nch∑
n

Gch = Nch⟨Gch⟩ ≈
cCNTAL

N
⟨Gch⟩ (4.13)

=
cCNTA⟨ℓ⟩2

L

(
λ3(1 − λ−3/2)

λ3 − 1

)2 1
⟨Rh(λ)⟩

(4.14)

where cCNT is the concentration of CNTs in the dried film in molecules per unit volume, A is the
cross-sectional area of the film, Nch is the number of channels, and N is the number of SWCNTs
per channel. The total conductivity of the sample σtot =

L
AGtot is then

σtot =
cCNT⟨ℓ⟩

2

⟨Rh(λ)⟩

(
λ3(1 − λ−3/2)

λ3 − 1

)2

(4.15)

σtot =
cCNTℓ

2
0

⟨Rh(λ)⟩

(
λ3(1 − λ−3/2)

λ3 − 1

)2 (
1 −

2
min(2,Nh) + 1

)2

max
{
1,

Nh

2

}2

(4.16)

where cCNT is given by

cCNT =
NA

µCNT

MCNT

V(λ)
=

NAuCNT

µCnCℓ0

MCNTh
πr2λh2(λ)

≈ 1.22 × 1017 ρCNTh
λh2(λ)

. (4.17)

Here, cCNT is the SWCNT concentration in molecules per mL where NA is Avogadro’s number,
µCNT is the molar mass of the CNTs, MCNT ≈ 8ρCNT g is the mass of CNTs in the sample,
V(λ) = πr2hρ(λ) ≈ πr2λh2(λ)/h ≈ 0.827λh2(λ)/h2 mL is the volume after stretching, µC =

12.0107µ is the molar mass of C atoms, nC ≈ 248 is the number of C atoms per unit cell in the
CNT, ℓ0 ≈ 500 nm is the length of the CNTs, and uCNT ≈ 2.4 nm is the distance between CNT
adsorption sites.

With the model described, we may proceed to calculate the conductivity of the system
numerically as a function of the SWCNT concentration in the PVA/SWCNT CPC and the extension
ratio λ. However, this model grossly overestimates the PVA/SWCNT composite’s conductivity as
compared to the experimental measurements. This is because (4.17) considers that every SWCNT
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contributes to the conductivity of the system. However, depending on the number of SWCNTs
adsorbed in a channel, only a portion of them may contribute to conductivity since electricity
follows the path of least resistance. To correct for this overestimation of the fraction of SWCNTs
that contribute to the conductivity of the PVA/SWCNT CPC, we must consider the percollation
path and its cross-sectional area.

Model 2

We may reduce the conductivity by considering the probability that SWCNTs form a junction
depending on their concentration in the CPC. In this way, the probability that two or more SWCNTs
are adsorbed should be taken into account. Additionally, percolation theory, as discussed in
Section 2.10 of Chapter 2, is used considering a percolation threshold of two. This means that
to have conductivity in the system, there must be at least two adsorbed SWCNTs, on average, to
form a conductance channel for electrons, also defined as the connectivity of the system. Finally,
with these changes to the mathematical model for conductivity, we obtain

σch =
L

A(λ)
P≥2(NCNT)Cch(NCNT)

Nh(NCNT, λ)
⟨Gh(λ)⟩, (4.18)

where L is the separation between the leads, A(λ) is the extension dependent cross sectional area
of the channel, Nh is the number of hops between SWCNTs in the channel, NCNT = nSΘCNT is
the average number of SWCNTs adsorbed on a SWCNT, P≥2(NCNT) is the probability of having
more than two adsorbed SWCNTs, Cch(NCNT) is the connectivity of the channel, and ⟨Gh(λ)⟩ is
the average intertube hopping conductance between two SWCNTs.

The probability of a SWCNT being connected is then

P≥2(ΘCNT) = 1 − (1 + nsΘCNT − ΘCNT) (1 − ΘCNT)nS−1 . (4.19)

The connectivity of the channel may be expressed as a power law of the form87

Cch(NCNT) = (NCNT − 2)s, (4.20)

where the exponent satisfies 1 ≲ s ≲ 3,17 as discussed in Section 2.10. In this way, we
account for the contribution from multiple connections within the channel to its conductance,
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with NCNT = 2 at the percolation threshold of the network. The number of hops satisfies

Nh(NCNT, λ) =
L

⟨ℓ cos θ⟩
=

L
ℓ0

NCNT + 1
NCNT − 1

λ3/2 + 1
λ3/2

, (4.21)

where ℓ is the distance between hops along the CNT, and ℓ0 is the CNT’s total length. Substituting
(4.20) and (4.21) into (4.18) we find

σch =
ℓ0

A(λ)
NCNT − 1
NCNT + 1

λ3/2(NCNT − 2)t

λ3/2 + 1
P≥2(NCNT)⟨Gh(λ)⟩. (4.22)

The cross-sectional area of the channel may be described as

A(λ) = A0⟨sin2 θ⟩ =
πℓ2

0Nh(NCNT, λ)
λ3 − 1

λ3 arctan
√
λ3 − 1

√
λ3 − 1

− 1
 , (4.23)

where A0 is the initial cross-sectional area. Assuming the individual CNTs are randomly oriented,
we find the encompassed cross sectional area may be described as a random walk, i.e., A0 ≈

πNh(NCNT, λ)ℓ2
0. Substituting (4.23) into (4.22), we obtain

σch =
λ3

πL
λ3/2 − 1
λ3/2 + 1

(
NCNT − 1
NCNT + 1

)2 (NCNT − 2)tP≥2(NCNT)

λ3 arctan
√
λ3−1

√
λ3−1

− 1
⟨Gh(λ)⟩. (4.24)

Finally, we will approximate the average length of the SWCNTs in the PVA/SWCNT CPC
using a TEM image obtained from Ref. 103. Their SWCNT sample underwent a similar treatment
to that employed in our experiments (see Fig. 4.8). However, it is necessary to highlight that it is
not the same method of preparation of the SWCNTs used in this work, and the final result for the
average length may be slightly different.

As can be seen in Fig. 4.8, none of the SWCNTs are completely within the dimensions of the
image. For this reason, the binomial distribution of the measured lengths does not describe the
actual SWCNTs’ lengths, because the SWCNTs may be much longer than what can be observed.

To solve this problem, we may analyze the image using Monte Carlo88 methods. A typical
Monte Carlo-type problem in computational physics is to try to determine the area of an arbitrarily
shaped lake within a field of the known area only by throwing rocks. Here, the fraction of rocks
thrown that fall in the lake is the ratio of the lake’s area to the encompassing area of the field. If
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Figure 4.8: Statistical analysis of SWCNT lengths ℓ in µm extracted from TEM micrograph of
Ref. 103 (gray background). Measured count % and SWCNT length (red filled circles) obtained,
and minimum length for SWCNTs which pass over the edge of the image (red filled squares) are
provided with their best fit cummulative distribution function 1

2

[
1 + erf

(
ℓ−⟨ℓ⟩
σ

)]
(red solid line and

filled region), where ⟨ℓ⟩ ≈ 0.91, σ ≈ 0.47 µm, and resulting histogram and Gaussian distribution
(blue solid line).

we assume that the rocks are the ends of each SWCNT and the area to be determined is the length
of the SWCNTs, then the same method can be applied.

The fraction of SWCNTs in an L×L TEM micrograph including an end, Pend, may be described
by

Pend =
2
π

∫ π
2

0
dϑ

∫ ℓ0

0

dℓ
ℓ0

∫ L

0

dx0

L
Θ (L − x0 − ℓ cosϑ)Θ (L − ℓ sinϑ) , (4.25)
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where Θ(x) =

 1, x ≥ 0
0, x < 0

is the Heaviside step function and ℓ0 is the length of the SWCNT.

Here, the probability is averaged over the SWCNT’s polar angle ϑ, its length ℓ inside the image,
and the position x0 where it crosses the x-axis.

Evaluating (4.25) we obtain

Pend =
2
π

∫ π
2

0
dϑ

[
ℓ

ℓ0
−

ℓ2

2Lℓ0
cosϑ

]min{ℓ0,
L

sinϑ ,
L

cosϑ }

0

=
π − 4 cos−1 1

ϱ
+

√
ϱ2
− 1 − ϱ

ϱ>1

π
+

3 ln
(
ϱ +

√
ϱ2
− 1

)
+ 1 − ϱ

πϱ
. (4.26)

where ϱ ≡ ℓ0/L is the ratio of CNT to image length, ϱ>1 ≡ max {ϱ, 1}, and ϱ ≡ min
{
ϱ>1,
√

2
}
.

Considering separately (4.26) on the ranges ϱ ≤ 1, 1 ≤ ϱ ≤
√

2, and ϱ ≥
√

2, we find

Pend =


1 − 1

π
ϱ, ϱ ≤ 1

1 − 4
π

cos−1 1
ϱ
+

√
ρ2−1−2
π
+

3 ln
(
ϱ+
√
ϱ2−1

)
+1

πϱ
, 1 ≤ ϱ ≤

√
2

3 ln(1+
√

2)+1−
√

2
πϱ

, ϱ ≥
√

2

. (4.27)

From (4.27) we see that Pend decreases linearly from 1 to 1− 1
π
≈ 0.6817 ∼ 2/3 as the CNT length

increases from 0 to L, and decreases inversely from 3 ln(1+
√

2)+1−
√

2

π
√

2
≈ 0.5019 ∼ 1/2 for ϱ ≥

√
2L.

In this way we may easily estimate the average length of the CNTs in the sample from the fraction
of CNTs in the micrograph which display an end, fend, using ℓ0 ≈ π(1 − fend)L when fend > 2/3,
and using ℓ0 =

3 ln(1+
√

2)+1−
√

2
π

L
fend
≈ 0.71L/ fend when fend < 1/2.

Using (4.27) on the data provided by the TEM image, we find the average length of the
SWCNTs is approximately 2.7 µm, which is a much larger value than that estimated by the TEM
image. In Fig. 4.9 we see the approximate lengths for the complete CNT image and also the
approximate lengths if we divide the image into four equal parts. All this is in order to establish
an average value between all the measurements since we only have one image that is available for
analysis.

The final result of this new model showed a significant decrease in the conductivity of the
system. However, significant discrepancies are still present in the experimental results. This is
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Figure 4.9: Probability of a CNT in an L× L micrograph displaying at least one end, Pend, versus
the CNT’s length ℓ0 in units of L. An analysis of a prototypical 1.5 × 1.5 µm2 TEM micrograph
from Ref. 103 is provided as an inset, with all CNT ends within the micrograph marked (red
circles). The fraction of CNTs displaying an end and the estimated CNT length for the entire
(filled large square) and a quarter (filled small square) of the image, along with the estimate for a
quarter based on the entire image (black empty square).

because the exponent of the connectivity dominates the conductivity, and the probability of having
more than two adsorbed SWCNTs is practically 100% for the SWCNT concentrations used and
the average of the conductance of the channel increases its value with increasing concentration.
To address these issues, we should include both the waviness of the SWCNTs and include the
influence of connectivity as a supplementary channel, with s = 1.

Model 3

Finally, we now simplify our model. We discard the factor of the probability of having two or
more adsorbed SWCNTs, as this is considered explicitly via the connectivity. Moreover, for the
average of the conductivity of the channel, we use the theoretical value obtained from the DFT
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calculations for the most likely angle at which the SWCNTs are aligned. The conductivity for
the angle of 90◦ ≈ 0.00255 G0. In our case, we use the conductance value for γ = 90◦, as the
conductance has a rather flat behaviour in the most probable region. On the other hand, the value
of the exponent s used for system connectivity is one. The resulting conductance is given by

Gch =
NCNT − 2
Nh⟨Rh⟩

(
1 +

1/2NCNT − 1
3u

)
, (4.28)

where NCNT is the number of SWCNTs per tube to which hopping is possible, Nh is the number of
hops required to traverse the channel, ⟨Rh⟩ is the average resistance per hop, and u is the SWCNTs’
waviness, that is, the ratio of their total to effective length. Here NCNT ≡ sCNTΘCNT, where sCNT is
the number of sites where SWCNTs or PVA may physisorb on a tube, and ΘCNT is the fractional
coverage of a SWCNT by SWCNTs. In this way, the numerator of (4.28) describes the number of
parallel paths available within the channel, that is, how much the SWCNT coverage is above the
threshold for percolation of two SWCNTs per tube, with the Heaviside step function ensuring the
conductance is zero when NCNT is below the percolation threshold. In contrast, the denominator
of (4.28) describes the resistance of a single path consisting of Nh hops in series, each with
average resistance ⟨Rh⟩. Using (4.28) we may model the conductivity of a PVA/SWCNT thin film
as

σmod =
L
A

Gch =
L
A

(NCNT − 2)
Nh⟨Rh⟩

(
1 +

NCNT − 2
6u

)
, (4.29)

where L is the length of the conducting channel and A is the channel’s cross-sectional area. We
may model this area as that encompassed by a set of randomly oriented hops, i.e., as a“random
walk”. This means the cross-sectional area is proportional to the number of hops Nh and the
average of the square of the distance between hops ⟨ℓ2⟩. For a channel oriented in the direction
of extension, this yields

A = πNh⟨ℓ
2 sin2 θ⟩ =

πNh⟨ℓ
2⟩

λ3 − 1

λ3 arctan
√
λ3 − 1

√
λ3 − 1

− 1
 , (4.30)

where ℓ is the distance between hops onto and off of a SWCNT, and we describe ⟨sin2 θ⟩ using
the geometric affine deformation model via (3.8). Substituting (4.30) into (4.29), we find the
conductivity parallel to the extension direction may be described by

σ∥mod =
L

πN2
h⟨ℓ

2⟩

(λ3 − 1)(NCNT − 2)

λ3 arctan
√
λ3−1

√
λ3−1

− 1

1 + NCNT−2
6u

⟨Rh⟩
. (4.31)
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The number of hops, Nh, required to traverse a distance L is simply the ratio of L to the average
distance between hops in the conduction direction ⟨ℓ cos θ⟩. This yields

N2
h =

L2

⟨ℓ⟩2⟨cos θ⟩2
=

L2

⟨ℓ⟩2
(λ3/2 + 1)2

λ3 , (4.32)

where we have again described ⟨cos θ⟩ using the geometric affine deformation model via (3.9).
Substituting (4.32) into (4.31), we find

σ∥mod =
1
πL0

⟨ℓ⟩2

⟨ℓ2⟩

λ3/2 − 1
λ3/2 + 1

λ2(NCNT − 2)

λ3 arctan
√
λ3−1

√
λ3−1

− 1

1 + NCNT−2
6u

⟨Rh⟩
, (4.33)

where L = L0λ when measuring the conductivity parallel to the extension direction. This is
because every time the thin film is subjected to the stretching process, the initial length L0 is
affected by the factor λ.

sample wt.% in solution wt.% dry content
PVA SWCNT Brij 78 PVA SWCNT Brij 78

A 10.00 0.05 1.00 90.50 0.45 9.05
B 10.00 0.10 1.00 90.09 0.90 9.01
C 10.00 0.20 1.00 89.29 1.79 8.93
D 10.00 0.30 1.00 88.50 2.65 8.85

Table 4.2: PVA/SWCNT CPC Sample Weight % (wt.%) of PVA, SWCNT, and Brij 78 in Solution
and Dry Content.

Next, we evaluate the model taking into account the concentration values shown in Table 4.2
for dry content. The values for the extension ratio range from 1 to 5, the ratio value between
⟨ℓ⟩2/⟨ℓ2⟩ = 2/3 and the waviness u = 1.11. The latter means the effective length of a SWCNT is 90%
of the actual length.

Finally, we establish a way to calculate the perpendicular conductivity of the sample in relation
to the parallel conductivity as

σ⊥mod =
⟨sin θ⟩2⟨cosφ⟩2

1 − ⟨sin2 θ⟩⟨cos2 φ⟩

⟨sin2 θ⟩

⟨cos θ⟩2
σ∥mod, (4.34)



60 4.2. CONDUCTIVITY MODELS

where φ is the azimuthal angle in the xy-plane. However, φ does not depend upon the extension
in the z-direction, λ, so that ⟨cosφ⟩ = 2/π and ⟨cos2 φ⟩ = 1/2.

As a result, substituting (3.10) and (3.13) for ⟨sin2 θ⟩ and ⟨sin θ⟩, respectively, we find

σ⊥mod =
2λ3/2

π3L0

⟨ℓ⟩2

⟨ℓ2⟩

λ3/2 − 1
λ3/2 + 1

(7λ + 3)(NCNT − 2)

λ3 − 1 + λ3
(
1 − arctan

√
λ3−1

√
λ3−1

) 1 + NCNT−2
6u

⟨Rh⟩
(4.35)

where L = L0λ
−3/2 when measuring the conductivity perpendicular to the extension direction. In

contrast with the parallel case, perpendicular length is affected via a factor of λ−3/2 as seen in the
geometric affine deformation model (3.6).

To apply the conductivity models provided in (4.33) and (4.35), we require an estimate of
the SWCNT’s coverage by SWCNTs, ΘCNT, which is going to determine the number of SWCNTs
adsorbed as

NCNT = ΘCNTsCNT (4.36)

and ΘCNT may be described using

ΘCNT ≈
sCNTCCNTKCNT

1 + sCNTCCNTKCNT + sPVACPVAKPVA
, (4.37)

where sCNT and sPVA are the numbers of adsorption sites per SWCNT and PVA, respectively,
CCNT and CPVA are the fractional concentrations of SWCNTs and PVA in solution, respectively,
and KCNT and KPVA are the ratios of forward to backward rate constants for the adsorption of
SWCNTs and PVA on a SWCNT, respectively, i.e.,

K =
k+
k−
≈ exp

(
Ebind

kBT

)
(4.38)

where Ebind is the binding energy and kBT ≈ 25 meV at room temperature. The fractional
concentration in solution of a molecular species X may be calculated in terms of the ratio of its
mass m in solution to its molar mass µ, so that

CX =
mX/µX∑
Y mY/µY

, (4.39)

where the summation is over Y ∈ {CNT,PVA,Brij 78}. However, in order to obtain the molar
mass µ and number of sites s of the SWCNTs in solution, we first need an estimate of the
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SWCNTs’ average length ℓ0. In (4.37) we have neglected the possible adsorption of the Brij 78
solvent (Brij) in solution, as it is reasonable to assume that its binding energy is negligible on the
SWCNT, i.e., Ebind[Brij 78] ≳ 0 eV. This is due to both the hydrophobic nature of SWCNTs and
the comparatively strong binding of Ebind ∼ 0.5 eV obtained for both SWCNTs and PVA.

4.3 Comparison of Experimental and Theoretical Results

To start analyzing the comparison between experimental and theoretical results, we must establish
the importance of the percolation threshold. In figure 4.10 we can see that the concentrations used
results in a number of adsorbed SWCNTs greater than that required by the percolation threshold
(horizontal solid line). If we use a concentration that results in a number of adsorbed carbon
nanotubes less than the percolation threshold, then there will not be enough CNTs to form a path
that generates conductivity in the system and therefore a conductive polymer will not be obtained.

The comparison between the results of model 3 in section 4.2 and the experimental results can
be seen in figure 4.11. Here we can see that there is a good correlation between the experimental
and theoretical results in both the parallel conductivity (colored geometric figures) and the
perpendicular conductivity (empty geometric figures) under various concentrations. There are
certain exceptions of points that are not highly correlated, but this is attributable to the fact that
there is significant noise in the experimental results due to external factors. However, in general,
model 3 establishes a good correlation with the experimental results obtained.

According to our model, the surface conductivity anisotropy σani ≡ σ∥/σ⊥, from (4.33) and
(4.35), is described by

σani
mod =

π2

2
λ1/2

7λ + 3

λ3 − 1 + λ3
(
1 − arctan

√
λ3−1

√
λ3−1

)
λ3 arctan

√
λ3−1

√
λ3−1

− 1
. (4.40)

In Fig. 4.12 we see the comparison between the experimental and theoretical anisotropy, which
again exhibit a good correlation with a relatively low standard deviation. More importantly, we
may use (4.40) to design a PVA/SWCNT CPC with a given anisotropy in its conductivity, as
demonstrated in Fig. 4.12.



62 4.3. COMPARISON OF EXPERIMENTAL AND THEORETICAL RESULTS

Figure 4.10: Fractional coverage Θ of a SWCNT in solution by PVA (red region) or SWCNTs
(grey region) and the number of adsorbed SWCNTs NCNT (black solid line) versus SWCNT
fractional and weight % (wt.%) concentration CCNT in solution. The threshold of two adsorbed
SWCNTs per tube or CCNT ≈ 0.25 wt.% (red solid lines) for percolation is marked. Results for
the measured SWCNT concentrations of 0.45, 0.90, 1.79 and 2.65 wt.% are highlighted (black
squares and dotted lines).

Finally, in Fig. 4.13 we can observe via a contour plot the results of model 3 and the
experimental measurements. These both depend on the extension ratio λ, concentration of
SWCNTs CCNT, the number of adsorbed SWCNTs NCNT, and the orientational order parameter
S g. As we can see, the conductivity parallel to the direction of stretching are identical, with the
only difference that in model 3 a more fluid conductivity can be seen than in the experimental
one. Again, this is the most probably due to the experimental noises that affect the measurements.
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Figure 4.11: Conductivity of a PVA/CNT thin film from our theoretical model σmod versus our
experimental measurements σexp in µS/m parallel (filled symbols) and perpendicular (open sym-
bols) to the extension direction for extension ratios λ = 1, 2, 3, 4, 5 and SWCNT concentrations of
0.45 (black circles), 0.90 (red diamonds), 1.79 (green diamonds), and 2.65 (blue squares) wt.%,
with an overall mean absolute error (MAE) of 1.4 µS/m and standard deviation of σ ≈ ±1.8µS/m
marked in grey.

and the number of measurements obtained. Similarly, for the perpendicular conductivity, we see
that any differences observed between the experimental and theoretical conductance are within
the observed noise in the measurement. Although a little more noise can be seen, they generally
agree.
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Figure 4.12: Conductivity anisotropy σani ≡ σ
∥/⟨σ⊥⟩ averaged over our experimental measure-

ments (red squares) and from our model (4.40) (red solid line) with a standard deviation of
σ ≈ ±0.408 marked in grey.
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Figure 4.13: (a,b) Measured and (c,d) modelled conductivity σ in µS/m (a,c) perpendicular and
(b,d) parallel to the extension-direction versus SWCNT concentration CCNT in weight % (wt.%),
number of adsorbed SWCNTs NCNT, extension ratio λ and orientational order parameter S g from
(3.11).





Chapter 5

Conclusions & Outlook

In this thesis, we have established a general ab initio model to determine the conductivity of
thin films of PVA/SWCNTs composites using DFT calculations and NEGF methods to establish
a mathematical model that reproduces the experimental results both qualitatively and semi-
quantitatively. Additionally, we propose a method to find the average length of SWCNTs in a
TEM image in which no SWCNT can be fully seen in the image. This was done using a Monte
Carlo approach and we expect that it gives a very close approximation to the average length of the
carbon nanotubes in the sample. This in order that both established models can be extrapolated
to systems under similar conditions and with slight changes in the materials used.

To begin with, from the characterization of the samples by means of Raman spectroscopy91 in
the RBM region, the predominant SWCNTs in each experimental phase were established through
a deconvolution of the Raman spectrum. With this information, a comparison was made between
the most abundant carbon nanotubes, which is the one that required the least computational ca-
pacity to simulate the conductance. Employing the PBE exchange and correlation functional and
incorporating Van der Waals interactions via the Grimme’s D3 correction for a better approxima-
tion to the experimental geometry, we then work on a mathematical model of the conductivity.
While establishing the conductivity model, we had to develop a method to find the average length
of a TEM image103 of a sample treated in a similar (not equal) way to the thin film studied because
no complete TEM image of the experimental sample studied was available. By means of Monte
Carlo methods we deduced a close approximation to the average length of SWCNTs which turned
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out to be a novel method to determine lengths in similar images.

Finally, we established the mathematical model and compared it with the experimental results
through both contour plots and a direct comparison. We can clearly see that the model reproduces
the experimental results, and forms a general model for CPCs containing ballistically conductive
nanomaterials (SWCNTs) embedded in any polymeric matrix. The conductivity was calculated
parallel and perpendicular to the stretching direction of the material and important parameters
such as the orientation order and the concentration of SWCNTs in the sample were considered.
We can conclude that this model shows that the CPCs conductivity is determined by (1) the
connectivity of the SWCNT network within the polymer matrix, (2) the hopping resistance to
intertube conductance, (3) the concentration of SWCNTs in the sample, and (4) the amount of
stretching and concomitant orientational order parameter of the SWCNTs in the composite.

For future research, the models developed in this thesis can be applied to variations of
the system conditions. For example, by changing the polymeric matrix and keeping single-
walled carbon nanotubes or using multi-walled carbon nanotubes. Because the model generally
describes the conductivity in conductive polymeric composites (CPCs), always considering that
the nanomaterial that provides the electronic properties to the composite has ballistic conductivity.
Finally, we encourage the academic community to develop similar experiments that adapt to the
theoretical models to contrast and verify the final results.



Appendix A

Derivation of zenithal angle dependence

We begin from the equation of the geometric affine deformation model (3.6) to obtain the sine
and cosine dependence of the final azimuthal angle θ in terms of the initial azimuthal angle θi as
follows:

tan θ = λ−3/2 tan θi (A.1)
sin θ
cos θ

=
tan θi

λ3/2

cos θ =
λ3/2

tan θi
sin θ

cos2 θ =
λ3

tan2 θi
sin2 θ

=
λ3

tan2 θi
(1 − cos2 θ)

cos2 θ

(
1 +

λ3

tan2 θi

)
=

λ3

tan2 θi

⇒ cos2 θ =
λ3

λ3 + tan2 θi
(A.2)

1 − sin2 θ =
λ3

λ3 + tan2 θi

⇒ sin2 θ =
tan2 θi

λ3 + tan2 θi
. (A.3)
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Taking the square root of (A.2) and (A.3) we obtain

cos θ =
λ3/2√

λ3 + tan2 θi

and sin θ =
tan θi√

λ3 + tan2 θi

, (A.4)

respectively.

A.1 Average of Squared Cosine

To find the average value of the square of the cosine of the zenithal angle, we make the following
derivation based on (A.2).

⟨cos2 θ⟩ =

∫ π
2

0

λ3 sin θidθi

λ3 + tan2 θi
(A.5)

=

∫ π
2

0

λ3 cos2 θi sin θi

λ3 cos2 θi + sin2 θi
dθi

=

∫ π
2

0

λ3 cos2 θi sin θi

(λ3 − 1) cos2 θi + cos2 θi + sin2 θi
dθi

=

∫ π
2

0

λ3 cos2 θi sin θi

(λ3 − 1) cos2 θi + 1
dθi

=

∫ π
2

0

λ3 cos2 θi

(λ3 − 1) cos2 θi + 1
d(− cos θi)

=

∫ 0

π
2

λ3 cos2 θi

(λ3 − 1) cos2 θi + 1
d(cos θi)

=

∫ 1

0

λ3y2

(λ3 − 1)y2 + 1
dy

=
λ3

λ3 − 1

∫ 1

0

y2

y2 + 1
λ3−1

dy

=
λ3

λ3 − 1

y − arctan(y
√
λ3 − 1)

√
λ3 − 1

1

0

⇒ ⟨cos2 θ⟩ =
λ3

λ3 − 1

1 − arctan(
√
λ3 − 1)

√
λ3 − 1

 . (A.6)
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A.2 Average of Squared Sine

To find the average of the square of the cosine of the zenithal angle, we make the following
derivation based on (A.3).

⟨sin2 θ⟩ =

∫ π
2

0

tan2 θi sin θidθi

λ3 + tan2 θi
(A.7)

=

∫ π
2

0

sin3 θidθi

λ3 cos2 θi + sin2 θi

=

∫ π
2

0

1 − cos2 θi

(λ3 − 1) cos2 θi + 1
sin θidθi

=

∫ 1

0

1 − y2

(λ3 − 1)y2 + 1
dy

=
1

λ3 − 1

∫ 1

0

1 − y2

y2 + 1
λ3−1

dy

=
1

λ3 − 1

√λ3 − 1 arctan
√
λ3 − 1 − 1 +

arctan
√
λ3 − 1
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λ3 − 1


=

1
λ3 − 1

λ3 arctan
√
λ3 − 1

√
λ3 − 1

− 1


⇒ ⟨sin2 θ⟩ =
λ3

λ3 − 1

arctan
√
λ3 − 1

√
λ3 − 1

−
1
λ3

 . (A.8)
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A.3 Average of Cosine

To find the average value of the cosine of the zenithal angle, we make the following derivation
based on (A.4).

⟨cos θ⟩ =
∫ π

2

0

λ3/2 sin θi√
λ3 + tan2 θi

dθi (A.9)

=

∫ π
2

0

λ3/2 cos θi sin θi√
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dθi

=
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1
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1
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)
,

=
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λ3/2 + 1
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λ3/2

λ3/2 + 1
. (A.10)
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A.4 Average of Sine

To find the average value of the sine of the zenithal angle, we have resorted to an analytic estimate
of the numerical result obtained based on (A.4).

⟨sin θ⟩ =
∫ π

2

0

tan θi sin θi√
λ3 + tan2 θi

dθi (A.11)

=

∫ π
2

0

sin2 θi√
λ3 cos2 θi + sin2 θi
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