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Resumen

Twitter es una red social muy amplia que permite a las personas comunicarse entre sí y

expresar sus ideas gracias a su enfoque corto y rápido en las publicaciones. Desafortunada-

mente, no está exenta de asuntos ilícitos que ocurren en la plataforma. Un problema que

surge en las redes sociales en general es cómo se utilizan para promover y difundir servicios

ilegales, como la trata de personas, la prostitución, las drogas ilegales, entre otros, gracias

al alcance de esas plataformas. Por lo tanto, es importante identificar esta clase de men-

sajes para detectar actividades ilegales y actuar al respecto. En este trabajo, se presenta

y desarrolla un marco para dicha detección utilizando 4 modelos basados en Transform-

ers, la arquitectura más potente actualmente para trabajar en procesamiento del lenguaje

natural. Para alimentar y entrenar a los modelos, se seleccionó y etiquetó un dataset de

tweets para identificar cuáles contienen ofertas o contenido ilícito en su texto. Dos modelos

no basados en Transformers también fueron usados para propósitos de comparación. Los

experimentos mostraron que los modelos basados en Transformers son bastante buenos

para adaptarse a las particularidades del idioma español y a la estructura que suelen tener

los tweets, siendo los modelos BERTweet y DistilBERT los mejores. Además, se observó

que los modelos basados en Transformers se pueden adaptar a datasets que no tengan un

desbalance fuerte (para este trabajo, una proporción de casi 2:1) y no son afectados cuando

se usan datos sintéticos.

Palabras Clave:

Transformer, redes neuronales, tweets ilícitos, procesamiento del lenguaje natural, Twit-

ter
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Abstract

Twitter is a very broad social network, allowing people to communicate with each other

and express their ideas, thanks to its short and quick approach to posting. Unfortunately,

it is not exempt from illicit affairs occurring on the platform. One arising problem in

social networks, in general, is how they are used to promote and spread illegal services,

such as human trafficking, prostitution, illegal drugs, etc., thanks to those platforms’ reach.

Thus, it is important to identify those kinds of messages in order to detect illegal activities

and act upon them. In this work, a framework for such detection is presented and devel-

oped using four Transformer models, the currently most powerful architecture to work in

natural language processing. To feed and train the models, a dataset of Spanish tweets

was curated and labeled to identify which tweets contained illicit offerings or content in

their text. Two non-Transformer models were also used for comparison. The experiments

showed that Transformer models are very good at adapting to the particularities of the

Spanish language and the structure of tweets, with BERTweet and DistilBERT obtaining

the highest results. Also, the Transformer models can adapt to not heavily imbalanced

datasets (in this work, a proportion of near 2:1) and are not affected by the use of data

augmentation.

Keywords:

Transformer, neural networks, illicit tweets, natural language processing, Twitter

xi



xii



Contents

Dedication v

Acknowledgment vii

Resumen ix

Abstract xi

Contents xiii

List of Tables xvii

List of Figures xix

1 Introduction 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3.1 General Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3.2 Specific Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.5 Document Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Theoretical Framework 5

2.1 Natural Language Processing . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Artificial Neural Networks . . . . . . . . . . . . . . . . . . . . . . . 7

xiii



2.2.2 Convolutional Neural Networks . . . . . . . . . . . . . . . . . . . . 8

2.2.3 Recurrent Neural Networks . . . . . . . . . . . . . . . . . . . . . . 9

2.2.4 Transformers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Illicit Messages Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3 State of the Art 15

3.1 Approaches for NLP using Twitter data . . . . . . . . . . . . . . . . . . . 15

3.1.1 Without Transformers . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1.2 With Transformers . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 Illicit Message Detection in Twitter . . . . . . . . . . . . . . . . . . . . . . 19

3.2.1 Without Transformers . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.2 With Transformers . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4 Methodology 25

4.1 Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.1.1 Retrieval of Tweets . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.1.2 Labelling and Noise Removal . . . . . . . . . . . . . . . . . . . . . 26

4.1.3 Duplicate Removal . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.1.4 Data Augmentation . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.1.5 Tweet Preprocessing and Normalization . . . . . . . . . . . . . . . 29

4.1.6 Tweet Tokenization . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.1.7 Text Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5 Results and Discussion 33

5.1 Analysis Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.1.1 Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.1.2 Precision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.1.3 Recall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.1.4 F1 score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.2 Results Without Data Augmentation . . . . . . . . . . . . . . . . . . . . . 35

5.3 Results With Data Augmentation . . . . . . . . . . . . . . . . . . . . . . . 39

6 Conclusions 45

xiv



Bibliography 49

xv



xvi



List of Tables

3.1 Summary of Transformer and non-Transformer Approaches for NLP with

Twitter data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3 Summary of Transformer and non-Transformer Approaches for Illicit Mes-

sage Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5.1 Summary of the results of each model. Best results highlighted . . . . . . . 35

5.3 Summary of the results of each model, using data augmentation. Best

results highlighted . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

xvii



xviii



List of Figures

2.1 Architecture of a typical artificial neural network. Taken from [1] . . . . . 7

2.2 Structure of a convolutional neural network. Taken from [2] . . . . . . . . 8

2.3 Structure of a recurrent neural network. Taken from [3] . . . . . . . . . . . 10

2.4 Model overview of the Transformer architecture. Taken from [4] . . . . . . 12

4.1 Diagram of the entire process for this work . . . . . . . . . . . . . . . . . . 25

4.2 Quantity of observations for each label in the dataset . . . . . . . . . . . . 28

4.3 Quantity of observations for each label in the augmented dataset . . . . . . 29

5.1 Confusion Matrices of all the models . . . . . . . . . . . . . . . . . . . . . 37

5.2 Confusion Matrices of all the models, with data augmentation . . . . . . . 42

xix



xx



Chapter 1

Introduction

1.1 Background

The boom that social networks experimented with during the last decade has brought them

into the mainstream and opened a lot of possibilities for communication and information

sharing. But, as much as social networks help to spread viral, useful, and harmless in-

formation, they can also be used for malicious purposes by people who promote or share

illegal activities and/or content. One of the social networks in which this problem is very

relevant is Twitter. This social network contains accounts and tweets promoting human

trafficking, prostitution, illegal drugs, and child pornography, among others.

Fortunately, a social network is a giant dataset for natural language processing, which

means that artificial intelligence solutions can be developed to detect and report illicit

activity and content. Natural language processing allows computers to understand and

generate human language, and as such, it can be used to observe illicit messages and iden-

tify their defining components. In this work, the transformer architecture will be used to

analyze and identify the tweets as illicit or non-illicit. Transformers were introduced in

2017, and since then, they have protagonized major breakthroughs in natural language pro-

cessing thanks to their attention mechanism, which allows them to retain and understand

the particularities of language and its structure. By using transformers, improvements can

be achieved compared to previous works, and better detectors can be programmed.
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1.2 Problem statement

Detection of illicit activities and content in social networks is a problem that needs to be

addressed, as these networks facilitate the spreading of information in general, including

illicit messages. While social networks have content filters and enforced guidelines, they can

be easily circumvented using acronyms, keywords, or changing characters [5]. This means

that criminals have easy-to-access platforms to promote their services and activities, which

can reach thousands, if not millions, that provide them with anonymity and keep them

hidden from the public eye and law enforcement. As mentioned before, the use of natural

language processing allows us to implement better filters that can detect that kind of

message and thus help with stopping illegal activities.

There is a wide variety of illicit activities carried out on Twitter, so for this work,

the focus will be put on human trafficking, concretely, child prostitution services that are

typically related to this issue. The intention is to narrow the research scope of this work

and test the performance of different models in this new scope.

Currently, there are websites that offer sexual services from young girls as a sort of

“marketplace”. These girls generally come from human trafficking, where they are abused

physically, psychologically, and sexually [6], and the people who control them advertise

their services using social networks, such as Twitter, to hide their traces and activities by

using innocuous terms and keywords.

1.3 Objectives

The objectives of this work are mainly aimed at testing the message detection frameworks

and how the use of transformers improves them, thanks to their attention capabilities.

1.3.1 General Objective

Implement a natural language processing pipeline for illegal message detection using Twit-

ter data that includes a detection step using different AI models in order to evaluate how

they perform with Spanish tweets.
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1.3.2 Specific Objectives

1. Find a Transformer model that best suits the specifics of the problem, and can obtain

good results with Spanish tweets.

2. Compare the performance of Transformers against other common natural language

processing algorithms, such as recurrent neural networks, convolutional neural net-

works, and statistical methods.

3. Build a detector that can account for the context and intention of the tweets.

1.4 Contributions

This work is the first research of this kind, as previous papers on this topic (Spanish

illicit tweets) are scarce, and none of them use Transformers. To complement the point, a

derivative article from this work was submitted to the IEEE Ecuador Technical Chapters

Meeting (ETCM), which was focused on the literature review presented in the State of the

Art chapter, and the paper was accepted with minor corrections.

This work can also help the general research landscape of NLP and Transformers in

Spanish, an important aspect because most NLP works and frameworks are focused on the

English language.

1.5 Document Organization

This thesis is divided into six chapters, with several sections inside them. Firstly, chapter

1 introduces the problem statement and the objective that this work accomplished, along

with the main contributions produced. Chapter 2 presents and delves into the concepts

and theories necessary to understand the methodology used for the experiments. Chapter

3 corresponds to the description of the state of the art that applies to this work, divided

into two sections. Chapter 4 presents the general framework for the work and explains how

the Twitter data was obtained and curated. It also introduced the AI models used for the

experiments. Chapter 5 shows the results of the experiments on the 6 AI models in the

problem of tweet detection and how their metrics compared. Finally, chapter 6 concludes

3



that Transformer models were the best option for the task considered, and proposes new

research ideas, mainly on the dataset used and the adjustment of the AI models.
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Chapter 2

Theoretical Framework

This chapter introduces concepts, ideas, and techniques that are used in the work or

are relevant for contextualization and history. This includes a progressive introduction

and conceptualization into natural language processing and transformers, the two main

techniques used.

2.1 Natural Language Processing

Natural language processing (NLP) is a field of artificial intelligence that deals with the

interaction between computers and human languages. NLP is built on the foundations

of linguistics, computer science, and artificial intelligence and involves the development of

algorithms and models that enable computers to understand and generate human language

[7]. One of the key concepts in NLP is the representation of language, which refers to the

way in which linguistic information is encoded and represented in a form that can be

processed by a computer [8]. Another important aspect of NLP is the development of

algorithms and models that can analyze and manipulate natural language data, which can

be used for tasks such as part-of-speech tagging, syntactic parsing, and semantic analysis

[9]. They can also be applied to more advanced tasks such as machine translation, dialogue

systems, and text summarizing.

The history of NLP dates back to the 1950s when researchers began exploring ways

to teach computers to understand and generate human languages. One of the earliest

milestones in NLP was the development of the ELIZA program by Joseph Weizenbaum in
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1964 [10]. ELIZA was a natural language processing program that used pattern matching

and substitution to simulate conversation with a human. While it was incapable of true

understanding, it could engage in simple conversation and even deceive some users into

thinking they were interacting with a real person.

Another significant development in NLP was the creation of the first statistical machine

translation systems in the 1980s [11]. These systems used statistical models to translate

text from one language to another, by being trained on large amounts of parallel text

data in order to learn the translation probabilities between languages. The approach was

evaluated with various language pairs, including French-English and Spanish-English, and

the statistical machine translation systems ended up outperforming previous rule-based

systems.

While the previously mentioned works show the inception and first steps of NLP, its

recent history has been marked by significant advancements in developing algorithms and

models. One of the key developments in this period has been the use of deep learning

and neural networks, which have greatly improved the performance of NLP systems [12,

13]. Another important trend in recent years has been the increasing availability of large

amounts of data and computing power, enabling the development of more complex and

effective NLP models. Also, the widespread use of NLP technology in areas such as social

media and search engines has contributed to the growth of the field, as it has generated

large amounts of data that can be used to train and improve NLP models. Additionally, the

development of open-source libraries and frameworks, such as TensorFlow1 and PyTorch2,

has made it easier for researchers and developers to create and share NLP algorithms and

models [14, 15].

2.2 Artificial Intelligence

Artificial intelligence (AI) is a field of computer science and engineering that focuses on

creating machines that can perform tasks that would typically require human intelligence,

such as visual perception, speech recognition, decision-making, and language translation
1https://www.tensorflow.org
2https://pytorch.org
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[16]. It is a broad field encompassing many subdisciplines, including machine learning,

natural language processing, robotics, and computer vision [17]. The ultimate goal of AI

research is to create systems that can perform any intellectual task that a human can and

to extend human capabilities through technology.

2.2.1 Artificial Neural Networks

Artificial neural networks (ANNs) are a type of machine learning model that is inspired

by the structure and function of the human brain [18, 19]. They consist of layers of inter-

connected nodes, called artificial neurons, which process and analyze large input datasets.

This way, NNs are able to learn from the data and make predictions or decisions [20].

Figure 2.1: Architecture of a typical artificial neural network. Taken from [1]

Figure 2.1 shows the structure of artificial ANNs. In a typical ANN, the input data

or input nodes are connected to one or more hidden layers composed of hidden neurons.

In these hidden layers, the ANN performs a set of computations using parameters called

weights. The final layer produces the final prediction or decision according to the expected

outputs. The network learns by adjusting the weights to minimize the error between

predicted and actual output. Once trained, the network can make predictions on new

input data.
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2.2.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are neural networks powered by the convolution

operation. According to Ian Goodfellow [20], convolution is the integral of the product

of the two functions, given that one of them is shifted. In the field of neural networks,

convolution is taking a predefined small matrix and “sliding” it through the input (another

matrix), multiplying their components and adding them [21]. Said operation allows CNNs

to learn spatial properties, features and patterns [20, 22, 23].

Figure 2.2: Structure of a convolutional neural network. Taken from [2]

Figure 2.2 shows how a convolutional neural network is usually structured. CNNs are

composed of three main layers: convolution, pooling, and fully connected layers. In the

convolutional layers, the kernel, the matrix that does the convolution, slides through the

input, generating scalar values with every slide, repeating the process until no more sliding

is possible. The accumulation of the scalar values is called the feature map, which contains

information about the patterns of the input image [21, 22, 23].

Next are the pooling layers, which take the feature maps produced by the convolutional

layers and shrink them to create new smaller feature maps that contain the most important

information overall [21, 22, 23]. This is done by using a kernel again, sliding it through the

feature maps, and performing a pooling operation. One of the most used pooling methods

is max pooling, which consists of taking the highest value from a group of values in the
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feature map [24]. This process is done iteratively until there are no more groups of values.

This process improves and complements the feature extraction from convolutional layers

and helps improve the performance of the network [23].

Finally, fully convolutional layers have the task of mapping the features obtained with

convolutional and pooling layers into the final output. This objective is achieved using

an activation function, which decides what neurons contribute to the knowledge of the

network [21, 22, 23]. Typically, non-linear activation layers are used because they help the

network learn more complicated things [23, 25]. Among the most used activation functions

are the sigmoid, rectified linear activation function (ReLU), leaky ReLU and hyperbolic

tangent (tanh) [23].

2.2.3 Recurrent Neural Networks

A Recurrent Neural Network (RNN) is a type of NN that is designed to process sequential

data, such as time series or natural language [26]. Unlike a traditional neural network,

which processes data independently, an RNN processes data in a sequential manner, taking

into account the previous input in the sequence when processing the current input [27]. This

makes RNNs well-suited for NLP tasks such as language translation and speech recognition,

where the context of previous words or sounds is important for understanding the meaning

of the current word or sound.

Figure 2.3 shows how RNNs are structures and their recurrent component. RNNs are

capable of learning and making predictions based on sequential data. This is enabled

by the use of feedback connections within the network, which allow information to flow

between time steps and facilitate the learning of temporal dependencies [28], which is in

fact the recurrent component of RNNs, and the difference between RNNs and typical NNs

In addition to their dynamic and predictive capabilities, RNNs often have many more

connections within each layer than other types of neural networks, which can allow them

to capture more complex patterns in the data [29].

RNNs have been developed and worked on since the 20th century. One of the first

papers on RNNs was published by Jeffrey Elman in 1990, in which he described the use

of a simple recurrent neural network for predicting the next word in a sentence based

9



Figure 2.3: Structure of a recurrent neural network. Taken from [3]

on the previous words [30]. This work was followed by several other papers in the early

1990s that further explored the use of RNNs for natural language processing tasks, and

the development of new techniques and improvements. One of such works and one of the

most influential ones was the development of long short-term memory (LSTM) networks

by Hochreiter and Schmidhuber, in order to overcome the vanishing gradient problem [31].

This approach introduced the use of gating mechanisms to capture long-term dependencies

in sequential data better. One of the key contributions of the LSTM paper was the in-

troduction of the forget gate, which allows the network to preserve or discard information

selectively.

2.2.4 Transformers

In 2017, a major advancement in AI was made with the introduction of transformers. These

models were initially developed to improve natural language processing (NLP) solutions.

Previously, recurrent neural networks (RNNs) were the primary architecture used for NLP

tasks. Although RNNs achieved good results, they were not optimal for dealing with large

sentences due to their sequential nature, which resulted in the loss of information. This

disadvantage is caused by the fact that RNNs only “remember” the last word processed,

which is then used in the encoding process of the next word [27, 32]. This means that each
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step only considers the previous step in processing, which can lead to suboptimal results

for NLP tasks, as the context and meaning of a word in a sentence depends not only on the

previous word but on all words in the sentence. For example, when processing a sentence,

each word in the sentence is passed through the network one at a time, and the hidden state

of the network is updated with the information from the current word. As the sentence

gets longer, the hidden state becomes increasingly complex, as it has to hold information

from all the previous words in the sentence. This increases the amount of computation

required and can cause the network to become slow and inefficient. Additionally, as the

sentence gets longer, the probability of errors or vanishing gradients increases, which can

make it difficult for the network to learn the correct representation of the sentence.

To combat this limitation, the attention mechanism was introduced. The attention

mechanism functions by extracting information from the entire sentence/sequence by using

a weighted sum of all the past states of the encoder, generating a matrix. This means

that all words are treated by their real importance, and the overall context is considered,

prioritizing words with higher weight and allowing the model to focus on the right element

of the input to predict the next element of the output [4, 32].

Figure 2.4 shows how the transformer architecture is composed, including the attention

mechanism. The attention mechanism is improved on by using multi-head attention, which

applies self-attention to different segments of words, allowing the transformer to have better

discrimination capabilities. As each head will produce its own resulting matrix, all matrices

are concatenated and multiplied by an additional weight matrix, generating an output

matrix that contains information from all the heads [4, 33].

The improvements of transformers regarding NLP tasks were demonstrated in various

papers. One of the more influential papers was the work titled as “BERT: Pre-training of

Deep Bidirectional Transformers for Language Understanding” [34]. BERT (Bidirectional

Encoder Representations from Transformers) is a transformer-based model that uses a

technique called masked language modeling, which involves randomly masking a percentage

of the input tokens and then training the model to predict the original values of the masked

tokens. This allows the model to learn contextual relationships between words in the input

sequence. BERT also makes use of “bidirectional” self-attention, which allows the model

to consider the relationships between all input tokens at each step of the processing rather
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Figure 2.4: Model overview of the Transformer architecture. Taken from [4]

than just the ones preceding a given token, as in traditional language models. Thanks to

these specifications, BERT achieved state-of-the-art results on NLP tasks such as question

answering and language understanding.

Another important breakthrough using transformers is the paper of Radford and Wu,

called “Language Models are Unsupervised Multitask Learners” [35]. This paper intro-

duced GPT-2 (Generative Pre-training 2), a transformer-based language model that was

trained on a large dataset of web pages in a similar way to BERT but designed to generate

text in a more open-ended manner. This meant GPT-2 was able to perform a wide range

of language generation tasks such as translation, summarization, and question answering.
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2.3 Illicit Messages Detection

Illicit messages refer to any form of communication that violates the law or goes against

ethical norms. This can include activities such as cybercrime, cyberstalking, cyberbullying,

and the sharing of illegal materials, like illegal drugs, child pornography, or offers about

selling people [36, 37, 38]. Because those kinds of messages can be concealed using a variety

of methods, it is important to develop techniques and frameworks to detect them.

One strategy to detect this kind of message is to search for keywords or specific queries

in messages and flag texts containing them as illicit [39]. Another way is to monitor

network traffic for suspicious activities, such as the transfer of large amounts of data,

which can indicate the presence of illegal activities [40]. But overall, these approaches have

limitations, mainly that there are indicators of possible illicit conduct, but are not enough

to determine anything by themselves. Thus, new and better approaches are necessary to

improve detection, and the main field used for this task is AI. This is done by using ML

algorithms that analyze patterns in language use, such as word choice and syntax. Mainly,

by using NLP techniques such as sentiment analysis and text classification, it is possible to

identify content corresponding to negative or illicit activities such as cyberbullying, online

harassment, promotion or selling of drugs, and human trafficking [41].

The use of AI for illicit message detection dates back to the early 2000s when machine

learning algorithms were first applied to the problem of spam filtering. In 2002, Paul

Graham published an online article named “A Plan for Spam”, in which he described the

use of Bayesian statistics to classify email messages as either spam or non-spam based on

a set of numerical features extracted from the text of the message [42]. This approach was

the foundation of later improvements and techniques, such as better Bayesian techniques

and the use of support vector machines (SVMs).

More recently, artificial intelligence has been used for illicit message detection tasks, in-

cluding the detection of hate speech, cyberbullying, and other forms of online harassment.

For example, in 2020, De Angelis and Pelasso published a paper titled “Cyberbullying De-

tection Through Machine Learning: Can Technology Help to Prevent Internet Bullying?”

[43], in which they reviewed and listed the different techniques and approaches used to

detect these harmful texts, including SVMs, naive bayes statistics and CNNs, and their
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results. Even when AI can be used for detecting harmful messages and illicit activities,

there are concerns about bias on detection and the potential for misuse. For example,

in 2019, researchers at the University of Washington published a paper titled “The Risk

of Racial Bias in Hate Speech Detection” [44], in which they demonstrated that several

commercially available hate speech detection systems were significantly more accurate at

identifying hate speech directed at white people than at identifying hate speech directed at

other racial groups, by analyzing the propagation of the bias against a dataset for african

american english, and how neural networks that used the annotations of that dataset tended

to exacerbate said bias, interpreting african american dialects as hate speech or offensive.
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Chapter 3

State of the Art

This chapter presents all relevant and important advancements and developments related

to illicit message detection using AI and Twitter data, both without transformers (for con-

textualization and review of historical and alternative techniques) and with transformers,

which is the focus of this work.

3.1 Approaches for NLP using Twitter data

As Twitter has abundant publicly available data and real-time nature, it has been used

for NLP tasks in recent years, developing different approaches, including traditional, deep

learning-based, and transformer-based methods.

3.1.1 Without Transformers

One of the earliest studies in this area was published by Go et al. [45] in 2009, which pro-

posed a feature-based approach for sentiment analysis on Twitter messages that contained

emoticons. The messages were classified as either positive or negative with keywords,

using ML algorithms such as naïve-Bayes classification, maximum entropy and support

vector machines (SVM). This study demonstrated the feasibility of using Twitter data for

NLP tasks and laid the foundation for future research. Since then, a number of other

studies have also explored the use of Twitter data for NLP tasks. For example, Pak and

Paroubek (2010) [46] presented a machine learning-based approach for sentiment analysis
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in Twitter data, which achieved promising results on the dataset that the authors collected.

Similarly, Kouloumpis et al. (2011) [47] proposed a lexicon-based approach for sentiment

analysis on Twitter data, using interpretation and scores for certain words and hashtags

aside from using emoticons, which also demonstrated good performance, showing that the

use of interpretative scores for words can be an improvement for sentiment analysis.

In the last decade, there have also been approaches for NLP in Twitter using deep

learning. One such approach is the work of Dos Santos and Gatti [48], which developed a

deep CNN that examines the component parts of sentences from two datasets of tweets from

Stanford, to perform sentiment analysis of short texts. The authors obtained state-of-the-

art results for single-sentence sentiment prediction in binary classification. Also, in 2016,

Weerasooriya et al. [49] also worked on improving ML techniques for extracting essential

keywords from a tweet. The framework was tested using 6 test cases, each consisting of a

human keyword generator and a supervisor. The authors obtained state-of-the-art results

on the Turing Test score of the system.

In recent years, more research has been on NLP and sentiment analysis using neural

networks. Such is the work of Jianqiang and Xiaolin and Xuejun [50], which proposed

a “word embeddings method (...) using latent contextual semantic relationships and co-

occurrence statistical characteristics between words in tweets”. These embeddings are

combined with other classical sentiment analysis techniques to form a sentiment feature

set of tweets. This is then integrated into a deep convolution neural network to train and

predict sentiment classification labels. The authors found that their approach outperformed

current techniques in sentiment analysis.

In 2021, two other papers were published regarding NLP using neural networks. The

first one was made by Gharge and Chavan [51], which proposed a new method for detecting

spam on Twitter based on two aspects: identifying spam tweets without knowing the user’s

previous background and analyzing language for detecting spam on Twitter in trending

topics. The authors did this by collecting tweets related to certain trending topics and

labeling them as spam texts or not. The labels of these tweets were extracted using

language models, and finally, they were classified using the SVM architecture. The authors

obtained an accuracy of 97% on the classification of tweets.

The other work is another approach to sentiment analysis using Twitter data. The
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authors focused on analyzing the sentiment around the situation during the pandemic

years, mainly how people felt about the different COVID-19 vaccines developed during the

pandemic [52]. The authors collected a high amount of raw tweets and preprocessed them

using NLP, which were then passed to a supervised k-nearest neighbor (KNN) classification

algorithm. This KNN algorithm classified the data into positive, negative, and neutral

sentiments. The authors found that for that time, the percentage of positive and negative

perceptions of COVID-19 vaccines were almost the same, showing that the view on vaccines

from general people is evenly divided.

3.1.2 With Transformers

Considering the improvements that transformers bring, in recent years, there has been a

significant amount of research on using transformers for NLP tasks on Twitter data, such

as sentiment analysis, spam detection, fake news detection, and malicious tweets detection.

For example, in 2020, Naseem et al. [53] published an article that presented a transformer-

based model for sentiment analysis of short tweet, a challenging task as these tweets are

informal, noisy, and rich in language ambiguities. The model executed encoding and appli-

cation of deep intelligent contextual embedding to enhance the tweets, removing noise and

considering different aspects like word sentiment, polysemy, syntax, and semantic knowl-

edge. The framework also used bidirectional LSTM to determine the final sentiment of a

tweet. The authors tested the framework and found that it outperformed state-of-the-art

methods in sentiment classification.

Another work from the same year is the article of González, Hurtado, and Pla [54],

which developed a model for irony detection of tweets using transformers. This was done

by contextualizing pre-trained Twitter word embeddings based on how BERT works. The

authors evaluated the model on two datasets of text data, one for English and another for

Spanish, obtaining the best results in Spanish and the second-best results in English.

In the same vein, Mutanga, Naicker, and Oludayo [55] published a paper that presented

a transformer-based method of detecting hate speech in tweets, focusing on a parallelization

approach. The method was compared against attention-based recurrent neural networks

and other transformer baselines for hate speech detection in Twitter documents, outper-
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forming baseline algorithms while allowing parallelization.

Two years later, in 2022, Khan, Razzak, Dengel, and Ahmed [56] approached experi-

mented with different Transformer models and how they understood tweets, a task com-

plicated by the emojis, links, hashtags, and other tweet-exclusive text components. The

authors experimented with how nine different Transformer models interpreted tweets that

contained mention of health-related terms and how the models identify if said tweets use

the health-related terms as a way to describe diseases, problems, or general medical situa-

tions and conditions or if the terms are not used for a medical context. The authors found

that the RoBERTa architecture was the best one, achieving an F1 score of 93%. Table 3.1

shows a summary of the papers considered in Section 3.1.
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Table 3.1: Summary of Transformer and non-Transformer Approaches for NLP with Twit-
ter data

Authors Year Techniques Number
of tweets Metrics Score

Go et al. [45] 2009

naïve-Bayes
classifier,

maximum entropy
and SVM

359 prediction
accuracy 80% - 85%

Pak and
Paroubek [46] 2010

naïve-Bayes
classifier,

conditional
random field and

SVM

216
prediction

accuracy and F1
score

higher than 80%

Dos Santos and
Gatti [48] 2014 CNN 223154 prediction

accuracy 85% - 86%

Weerasooriya et
al. [49] 2016 Stanford CoreNLP 258 Turing test

score 83.33%

Jianqiang,
Xiaolin and
Xuejun [50]

2020 Transformer,
mixed pooling 40000 training and

testing accuracy

67% in English
and 78% in

Spanish
Naseem et al.

[53] 2020 Transformers +
LSTM 50167 prediction

accuracy 94% - 96%

González,
Hurtado, and

Pla [54]
2020 Transformers 7792 F1 score 70% - 74%

Mutanga,
Naicker and O

[55]
2020 Transformer 24783

prediction
accuracy and

precision
92% and 75%

Koulompis et al.
[47] 2021

n-grams and
part-of-speech

tagging
607966

prediction
accuracy and F1

score
65% - 75%

Gharge and
Chavan [51] 2021 SVM 70000 prediction

accuracy 97%

Shamrat et al.
[52] 2021 KNN 30000 does not apply does not apply

Khan, Razzak,
Dengel, and
Ahmed [56]

2023 Transformer 15742 F1 score 93%

3.2 Illicit Message Detection in Twitter

While NLP in Twitter can be useful for detecting how people feel according to what they

write and can also be used to detect certain elements, such as spam texts or fake news,

it can also be vital for detecting and revealing more malicious activity and content in the

platform, such as illegal drug sales, human trafficking, child pornography, and other crimes.
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As before, methods exist to achieve that, using deep learning and CNNs, and transformers.

3.2.1 Without Transformers

In 2018, Kumar, Kshitiz, and Shailendra published a paper that determined ways to iden-

tify bullying in different tweets using a streaming API. They proposed an algorithm that

identified aggressive comments as a previous step to classification architectures [57]. The

architectures used by the authors are logistic regression, SVM, random forest, and gradient

boosting machines. While this work did not focus on illegal activities, it is nonetheless an

application of NLP in Twitter.

In the same year, Mackey et al. developed an ML framework that analyzed numerous

streams of tweets to accurately detect the marketing and sale of opioids by illicit online

sellers via Twitter [58]. The tweets were filtered using common prescription opioid key-

words. An unsupervised ML–based approach was developed to summarize the tweets and

isolate the clusters associated with illegal online marketing and sale. This was done using

the biterm topic model (BTM) technique. The isolated tweets were analyzed to see if they

contained hyperlinks associated with illegal online sellers.

A paper focused on a different illegal activity is the work of Hernández and Granizo,

aimed at detecting tweets related to human trafficking activities [59]. The authors de-

veloped a method that used NLP and image processing techniques. The system has two

phases: the first one captures Twitter messages that are suspicious of being related to the

crime according to the hashtags, and the second one in which the system recognizes gender

and age groups using facial features and or upper body geometry and proportions. Both

phases are powered by using the SVM algorithm. The authors obtained accuracies higher

than 80% on the recognition tests they performed.

Another paper that worked on detecting human trafficking is the article of Bilal et al.

[60]. This paper proposes a generalized approach for detecting and categorizing darknet

traffic using deep learning, evaluating various feature selection techniques and machine

learning algorithms, including decision trees, gradient boosting, random forest regressor,

and extreme gradient boosting (XGB), to select the optimal features for darknet traffic

detection. The authors then apply modified convolutional LSTM and convolutional gra-
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dient recurrent unit (GRU) deep learning techniques to recognize network traffic more

accurately. The results show that the proposed approach outperforms existing methods

with a maximum accuracy of 96% for darknet traffic detection and 89% for darknet traf-

fic categorization using XGB as the feature selection approach and CNN-LSTM as the

recognition model.

3.2.2 With Transformers

While transformers are a powerful tool for NLP, and Twitter can provide ample datasets,

there is not a lot of research aimed specifically at Twitter data and detecting illicit messages

using transformers, with general research more focused on detecting hate speech.

One such work is the paper written by Stappen, Brunn, and Schuller (2020), in which

the authors developed a framework based on frozen, pre-trained transformers to examine

cross-lingual zero-shot and few-shot learning, in addition to uni-lingual learning, on the

HatEval challenge data set [61]. The main improvement of the framework is the classifica-

tion block called AXEL. AXEL can efficiently condense task-specific representations from

a sequence of general text representations obtained from a Transformer Language Model

(TLM). Its capabilities derive from adopting recent state-of-the-art attention modules used

in image super-resolution tasks for text representation compression. The authors obtained

results of 71.65% in the F1 score for this model.

Similar work was carried out by Mozafari, Farahbakhsh, and Crespi in 2022. This

paper proposes a meta-learning approach for detecting hate speech and offensive language

in low-resource languages (with few datasets to work with) [62]. The lack of sufficient

labeled data in these languages and the inconsistent generalization ability of transformer-

based language models make detecting abusive online content challenging. The meta-

learning approach leverages optimization-based Model-Agnostic Meta-Learning (MAML)

and metric-based (Proto-MAML) models. The framework is applied in cross-lingual few-

shot hate speech detection. Its performance is evaluated using two separate collections

of publicly available datasets: 15 datasets across eight languages for hate speech and six

datasets across six languages for offensive language. The results show that the meta-

learning-based models outperform transfer learning-based models in most cases. Proto-
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MAML is the best-performing model, as it can quickly adapt to new languages with little

data.

Going back one year, in 2021, Huertas-García et al. developed a different method

for detecting hate speech by using transformers to profile the authors of those speeches

[63]. The authors used datasets in the English and Spanish languages. The system uses

transformer-based models as feature extractors at the tweet level in combination with mixed

pooling techniques. This approach focuses on author-specific embedding regarding their

tweets, which are later fed to an ML classifier. The authors also explore using features from

other transformer-based models, sentiment analysis techniques, and hate lexicons to boost

the feature extraction process, obtaining accuracies of 67% and 78% in the English and

Spanish test datasets, respectively. Table 3.3 shows a summary of the papers considered

in Section 3.2.

Table 3.3: Summary of Transformer and non-Transformer Approaches for Illicit Message
Detection

Authors Year Techniques
Number

of tweets
Metrics Score

Kumar, Kshitiz,

and Shailendr

[57]

2018

logistic regression,

SVM, random

forest and

gradient boosting

2235
AUC and

cross-validation
55 - 65%

Mackey,

Kalyanam,

Klugman,

Kuzmenko and

Gupta [58]

2018
biterm topic

model
213041 not used not applicable

Stappen, Brunn,

and Schuller [61]
2020 Transformer 19600 F1 score 71.65%

Hernández and

Granizo [59]
2021 SVM 55123

prediction

accuracy, recall

and F1 score

80%
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Sarwar, Hanif,

Talib, Younas

and Sarwar [60]

2021

extreme gradient

boosting,

convolutional

gradient recurrent

unit, LSTM

141534

prediction

accuracy, recall

and F1 score

96% for darknet

traffic detection

and 89% for

darknet traffic

categorization

Anwar [63] 2021
Transformer,

mixed pooling
40000

training and

testing accuracy

67% in English

and 78% in

Spanish

Mozafari,

Farahbakhsh

and Crespi [62]

2022

MAML and Proto

MAML

(Transformers)

206453 F1 score 60% - 70%
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Chapter 4

Methodology

This chapter deepens into the research problem and presents the general road map of

implementing the illicit message detection framework that will be used for this work.

4.1 Proposal

Figure 4.1 shows a diagram of the proposed process, including the detection framework.

First, a set of tweets is gathered using the Twitter API for Python, enclosing the search

using a query that contains relevant hashtags and keywords related to human trafficking

and child prostitution activities. After that, a noise removal process is done as not all tweets

using the keywords and hashtags are negative or suspicious. In this step, all unrelated

tweets are deleted. Then, the remaining tweets are cleaned. This means that duplicate

tweets are removed.

Retrieval of
tweets using
hashtags and

keywords

Labelling and
noise removal

Duplicate removal Data
augmentation

Tweet preprocessing and
normalization (remove
mentions, links, punc-
tuation, and stopwords

Tweet tokenization Text classification

Figure 4.1: Diagram of the entire process for this work
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With only relevant tweets remaining, tweet preprocessing is carried on. In this step,

only relevant information is preserved; this means that mentions, links, punctuation, and

stopwords are removed from the tweets. Only the plain text and the hashtags are preserved,

as they are the most important information in the tweet. In the last step before training,

the tweets are tokenized, which means that the important information about the text

is separated, extracting its main features, such as verbs, adjectives, and special terms.

Finally, the processed dataset is fed into the models. Two groups of models were used: four

Transformer-based models and two non-Transformer-based models. Each step is detailed

in the following subsections.

4.1.1 Retrieval of Tweets

The retrieval was done using the twarc1 module on Python, which allows the use of pagi-

nation in order to bypass the tweet limit that Twitter imposes on queries. All the tweets

retrieved were in Spanish. The retrieval query included hashtags and keywords associated

with child pornography and human trafficking, such as #cp (child pornography), #loli,

hashtags and keywords related to young women as #joven (young), #fresca (fresh), niña

(little girl), peladitas (colloquial term for young girls), and coupling those terms with sex-

ual terms such as sexy. The timeframe for the query was one year, from June 2022 to June

2023. This query resulted in an initial dataset of 16995 tweets.

4.1.2 Labelling and Noise Removal

The initial dataset was labeled using three numerical labels. These labels are:

• Label 0 - Sexual related but not suspicious: These are tweets that refer or

are directly about sex, sexual services, sexual material, etc., but show no indication

of being related to human trafficking, child pornography, child sexual exploitation

or child sexual abuse. These tweets include the promotion of sexual services or

the selling of sexual content (Onlyfans, escorts, etc.) when the tweet author is an

adult and is promoting voluntarily, sexual roleplay, denouncement of possible sexual
1https://github.com/DocNow/twarc
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crimes, accusing other people of possessing, watching or promoting legal or illegal

sexual content, and sexual comments towards another user.

Example: @LuzPavicich Feliz dia niña hermosa y sexy (@LuzPavicich

Good day you gorgeous and sexy girl ).

• Label 1 - Suspicious of human trafficking, child pornography, or illegal

sexual services: These tweets show clear indications of possible human trafficking,

production, possession, or distribution of child pornography, and underage exploita-

tion and abuse. These include the promotion of underage sexual services, sharing of

child pornography, and sharing of chats or groups in social networks (such as What-

sApp, Telegram, or Reddit) that distribute underage pornographic material or offer

illegal sexual services.

Example: Alguien cerquita del hotel Xanadú...! #lolita #disponible #cdmx #promo

5529472781 $1,000 Una Hora (Anyone near Xanadu hotel...! #lolita #available

#cdmx #promo 5529472781 $1000 for one hour).

• Label 2 - Unrelated: These are the tweets that are not related at all to the

problem and are not necessary for the dataset. These include tweets that use the

keywords and hashtags in an unrelated context, such as using cp as código penal

(criminal code) or código postal (postal code) instead of child pornography, tweets

with mentions to other users that have keywords in their username, tweets that talk

about topics outside of human trafficking, child pornography and underage sexual

exploitation, spam and promoted tweets.

Example: Esta es la nueva camiseta del Sporting CP para la temporada 2023-24

(This is the new Sporting CP jersey for the 2023-24 season).

The tweets labeled as 2 are basically noise and are not useful for classification, so they

were deleted to clean the dataset. This iteration of the dataset had 6312 tweets.

4.1.3 Duplicate Removal

The last cleanup of the dataset was to find and remove duplicate tweets, as they inflated

the dataset unnecessarily. This was done by “atomizing” the tweets, which means removing
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hashtags, emojis, special characters, line breaks, whitespaces, punctuation, and everything

that is not plain words. The result is a list of single strings, each string being each word of

the processed tweet joined. After atomizing the tweets, the duplicate tweets are removed

using the pandas module, a task made easier thanks to the atomization step. After this

process, the final dataset had 5360 tweets. Figure 4.2 shows the number of observations

for each of the two classes in the dataset.

Figure 4.2: Quantity of observations for each label in the dataset

4.1.4 Data Augmentation

As seen in the previous section, there is a heavy imbalance between the classes, down to a

proportion of nearly 5:1 of class 0 over class 1. Class imbalance is a common problem in

AI and ML that causes models to present biases against minority classes and thus reduced

accuracy when predicting them [64]. While some levels of imbalance can be acceptable

depending on the problem and the AI models used, this dataset is too imbalanced to

produce good results. Thus, the dataset has to be augmented.

Data augmentation is a technique used to artificially increase the size of a dataset by

modifying or transforming the data in different ways. This is done in order to correct class

imbalance, reduce the biases of AI models, and allow for better generalization [65].

The dataset was augmented using the nlpaug Python library [66], which specializes

28



in text data augmentation for NLP tasks, and has configurations to execute data aug-

mentation on Spanish texts. Concretely, synonym data augmentation was used, in which

each tweet is read, and every word that can be replaced by a synonym is replaced. This

process was done two times to the label 1 tweets in order to obtain a considerable amount

of observations without exaggerating the quantity of synthetic data, even if the data is not

completely balanced, as that can be actually detrimental to the performance of the model.

This incremented the total length of the dataset to 7270 tweets. Figure 4.3 shows the new

distribution of the labels.

Figure 4.3: Quantity of observations for each label in the augmented dataset

For better comparison and insight into the performance of every model, two experi-

ments will be done with each model: one with the original dataset and the other with the

augmented dataset.

4.1.5 Tweet Preprocessing and Normalization

Now that the dataset is constructed, the tweets must be preprocessed to be easy to classify

for the detector. This step is similar to duplicate removal, as the tweets have to be heavily

edited. Concretely, the tweets are converted to lowercase normalized to eliminate accents

and special characters, the mentions and the links are removed as they are unimportant,
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and punctuation, extra whitespace, stopwords, and linebreaks are also deleted. In the end,

the pure normalized text and the hashtags remain as they are the most important content

of the tweets.

For example, the tweet “@ValeLovee25 @BustiDelBlog @RecMexLin @Gengy1818

@rt_sexys @SeguirBellas @Azulito10 @Luiz_Garfiel @costeradelamor @LasScorts

@lechero070 @RecomiScort2 @CdmxCasuales @MasLobitas @sex_escortmx @Sexy_Pro-

motions Ey te cotizas niña ” turns into “ey te cotizas nina”. The accents, mentions and

emojis were removed by the preprocessing, and the text was lower-cased.

4.1.6 Tweet Tokenization

After preprocessing the data, an additional process called tokenization needs to be per-

formed. Basically, tokenization breaks a given piece of text into smaller units called tokens,

which can be words, phrases, characters, or subwords [67]. This way, complex strings and

sentences can be separated into their main components, and the language models can

perform better at recognizing the text [68].

Transformer Models

One important thing to note when working with Transformers is that they do not have

a generalized tokenization method. While most convolution and recurrence-based models

can work with the same tokenization techniques, each specific transformer architecture has

its own tokenization process and work only with that. Some of the tokenization techniques

used by transformers are: WordPiece, which breaks words into subwords based on frequency

and combines them to produce unrecognized words [69, 70], byte-pair-encoding, which is

similar to WordPiece but stores more information in the tokens [71, 72], and Unigram,

which considers each word as a token disregarding frequency and removes tokens until the

number of tokens is adequate [73].

Non-Transformer Models

Since non-Transformer models do not need to be tokenized in particular ways, a streamlined

and common method was used for both models. The dataset was tokenized and vectorized
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using the TextVectorization layer from keras, which split the tweets and assigned each

token a numerical value according to the vocabulary and frequency of the tokens. In the

end, it is the same process used in Transformer tokenizers.

4.1.7 Text Classification

Transformer Models

For this work, four different transformer models were used:

1. BERTweet: A BERT-based model pre-trained on a dataset of English tweets that

outperformed other BERT-based models like RoBERTa [74] and XLM-RoBERTa [75]

on tweet classification [76]. While the model is pre-trained in English tweets instead

of Spanish ones (which make the dataset), BERTweet was chosen because being

trained on Twitter data meant that the model could be more precise at classifying

tweets than other transformer models.

2. DistilBERT: Another BERT-based model with the objective to be small, fast,

cheap, and light. It has “40% less parameters than bert-base-uncased” [77], and

“runs 60% faster while preserving over 95% of BERT’s performances” [77]. For this

project, a DistilBERT model trained and optimized for Spanish was used [78].

3. XLM-RoBERTa: Another BERT-based model that was trained in 100 different

languages and is capable of recognizing the language of a text by itself, outperforming

base multilingual BERT [75].

4. GPT-2: Transformer model trained on a dataset of web pages that contains 1.5

billion parameters, focused on text prediction and generation, but it is also suitable

for other tasks, such as text classification [35]. This model was also trained with a

dataset of different languages, but the specific model used for this work was adapted

for Spanish, so it was chosen for this work.

Every model was implemented using the huggingface API2, which facilitates the cre-

ation, deployment, and training of the models. Thanks to how transformers are imple-

mented and how the central parts of the models are focused on reading and interpreting
2https://huggingface.co
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text, they are very flexible for different tasks, even tasks they were not originally developed

for. This means that every model can be repurposed for the task of this work, text classifi-

cation, and also that the models can be fine-tuned using the dataset that was constructed,

all of this without having to re-train the model from scratch and obtaining good results

in a low amount of training epochs. Every model was fine-tuned for ten epochs using

the same configurations for better comparison. The loss functions are particular to every

model, and all models used the Adam optimizer [79].

Non-Transformer Models

Additionally, for comparison, two non-Transformer models were implemented:

1. CNN-based model: A neural network that contains two 1D convolutional layers,

one with 64 filters and the other with 32 filters.

2. LSTM-based model: A model that contains a single bidirectional LSTM layer in

order to improve information processing and retaining, and get better results than

using just LSTM.

Both models were implemented using tensorflow and keras. As the models are not

pre-trained, full training from scratch was done for both. For this reason, the models were

trained on 50 epochs instead of 10. The loss function used was binary cross-entropy, and

the optimizer was Adam, as with the Transformer models.
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Chapter 5

Results and Discussion

This chapter presents the results obtained in the two main groups of experiments: ex-

periments without data augmentation and experiments with data augmentation. All six

models were tested in both conditions.

5.1 Analysis Method

Four metrics were measured and considered to compare the results of all the architectures

tested and determine the best model: test accuracy, precision, recall, and F1 score.

5.1.1 Accuracy

Accuracy, in short terms, is an indicator of the correctly predicted instances out of the

total instances in a dataset. More specifically, accuracy is calculated as the ratio of true

positive (TP) and true negative (TN) predictions to the total number of predictions, i.e.,

true positives, false positives (FP), true negatives, and false negatives (FN) [80]. This

means that the formula for accuracy is:

Accuracy = TP + TN
TP + TN + FP + FN

Accuracy assesses the overall performance of a model, i.e., how many predictions were

correct in total. This is useful when the classes in the dataset are balanced, but if the

dataset is imbalanced, the accuracy can be misleading, even more when the imbalance is
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heavy [81]. In such cases, other metrics like precision, recall, and F1-score are often used

to understand the performance of the model better.

5.1.2 Precision

Precision is an indicator of how many positive predictions are correct regarding the total

number of positive predictions the model did. More specifically, it is the ratio of true

positive predictions over the sum of true positives and false positives [82]. This means that

the formula for precision is:

Precision = TP
TP + FP

Precision quantifies the ability of the model to avoid making false positive predictions,

which is useful when the dataset is imbalanced. High precision indicates that when the

model predicts a positive outcome, it is likely to be correct [81].

5.1.3 Recall

Recall is the metric that measures the capacity of the model to identify all positive instances

on the dataset. It is the proportion of true positive predictions relative to the total number

of positive instances (true positives and false negatives) [82]. This means that the formula

for recall is as follows:

Recall = TP
TP + FN

Recall quantifies the ability of the model to avoid missing true positives. A high recall

value means the model is good at detecting positive instances, though it does not account

for false positives. This is why recall is usually measured along with precision, to have a

better insight into the performance of the model [81].

5.1.4 F1 score

F1 score is a metric that combines precision and recall to generate a balanced measure of

the performance of a model. Concretely, it is the harmonic mean of precision and recall,
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calculated with the formula [82]:

F1 Score = 2 × precision × recall
precision + recall

The F1 score is especially valuable when dealing with imbalanced datasets as it con-

siders the metrics that fixate on both false positives and false negatives, rewarding models

that minimize those instances [83]. Thus, a high F1 score means that the model identifies

true positives correctly, and there is a low number of false positives and false negatives

[81].

5.2 Results Without Data Augmentation

The non-augmented dataset was split into three sets: training, validation, and testing,

with a split of 70%, 12%, and 18%, respectively. In raw numbers, the training split has

3752 tweets, the validations split has 643 tweets, and the test split has 965 tweets. Table

5.1 shows a summary of the metrics on all models.

Table 5.1: Summary of the results of each model. Best results highlighted

Model Training
Accuracy

Training
Loss

Test
Accuracy Test Loss Precision Recall F1 Score

BERTweet 92.54% 9.42% 92.33% 25.64% 84.31% 72.07% 77.71%
Distil-
BERT 90.82% 3.37% 92.44% 23.93% 87.86% 68.72% 77.12%

XLM-
RoBERTa 92.22% 9.00% 92.44% 25.56% 85.81% 70.95% 77.68%

GPT-2 92.38% 13.54% 89.74% 29.58% 73.81% 69.27% 71.47%
CNN
model 99.60% 0.64% 79.59% 99.04% 63.34% 79.59% 70.54%

LSTM
model 99.47% 0.86% 79.59% 99.12% 63.34% 79.59% 70.54%

In regards to training, non-Transformer models got the best performance, with the

CNN-based model achieving 99.6% accuracy and the LSTM-based model obtaining 99.47%

accuracy. It seems that these networks can rapidly adapt to the training set. Next, we have

the Transformer models, in which BERTweet got the best performance, with an accuracy

of 92.54%. Even so, the other architectures have accuracies ranging from 90% to near
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92.5%, showing the versatility of Transformers that are capable of getting high metrics

in a few epochs. Also, as BERTweet specializes in Twitter data, the model is able to

distinguish the particularities of tweets better, even when the model has not been trained

in the Spanish language. The losses are also balanced, with DistilBERT getting 3.37% of

training loss. GPT-2 has the poorest performance of all models, with a 13.54% loss, which

can be because GPT-2 is focused on text generation rather than text classification.

While training gives good insight into the models, testing is the important step in which

they truly demonstrate their capabilities. As seen in Table 5.1, the best architectures in this

regard are DistilBERT and XLM-RoBERTa, both getting a value of 92.44%. As explained

in the previous chapter, these models are capable of recognizing the Spanish language

(the DistilBERT model used was actually pre-trained with Spanish language content) and

thus are better at understanding the tweets and classifying them. BERTweet is in second

place with 92.33%, a good result that demonstrates its adaptability to tweets. While the

previously mentioned Transformer models got high accuracies, GPT-2 is the exception,

with a score of 89.74%. This result can be attributed to the small size of the dataset and

its generative nature. Finally, the non-Transformer models got the lowest accuracy, both

with a value of 79.59%.

The test loss shows that the models struggle in classification, mainly the non-Transformer

models. In their case, the LSTM-based model obtained a loss of 99.12%, making the model

completely unreliable for the task, as any new data fed to the model will probably be mis-

classified. It is the same case for the CNN-based model, with a loss of 99.04%, being almost

as unreliable as the LSTM model. The Transformer-based models have better results but

are not completely optimal. In this group, GPT-2 has the highest loss, with a value of

29.58%, following the trend observed in the other metrics. BERTweet and XLM-RoBERTa

go next, with similar values of 25.64% and 25.56%, respectively. Finally, DistilBERT ob-

tained the best results in that regard, with a test loss of 23.93%, showing the advantages

of using models pre-trained in the Spanish language. Even so, it is important to note that

while Transformer models got the lowest loss values, they are still not low enough to be

100% reliable. But in the end, this information, coupled with the test accuracies, is enough

not to discard these models and consider them for real-world use.

For the analysis of the remaining metrics, it is important to examine the confusion
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matrices of all models along with the values in Table 5.1 in order to understand how each

model handles positives and negatives truly. For this purpose, Figure 5.1 presents the

confusion matrices produced by all the models.

(a) BERTweet (b) DistilBERT (c) XLM-RoBERTa

(d) GPT-2 (e) CNN-based model (f) LSTM-based model

Figure 5.1: Confusion Matrices of all the models

Let us examine every model in order, starting with BERTweet. If we examine the

confusion matrix produced by the model (Figure 5.1a), we can see that the model is very

good at predicting class 0, with 780 true negatives that represent 98.36% of all negative

predictions. In the case of positives (class 1), the model correctly predicted 106 instances

that represent 61.63% of all positive predictions. This means that the model is not very

good at predicting the class of interest for this problem, and that because of class imbalance,

the model is heavily biased towards class 0, struggling to predict class 1.

This behavior is confirmed by the precision, recall, and F1 score of BERTweet, metrics

that give insight into how a model performs when a dataset is imbalanced. As explained

in the previous section, precision is an indicator of the ability of the model to avoid false

positives. The value obtained by BERTweet, 84.31%, indicates that, while the model has
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an acceptable probability of correctly predicting both classes, it is not reliable enough for

the problem at hand because class 1 is not correctly classified in all instances. Next is

recall, the metric that quantifies if the model is good at detecting all positive instances.

BERTweet obtained a value of 72.07% in this metric. This means that the class imbalance

causes the model to struggle to identify all the correct instances of both classes, as shown

in the confusion matrix of BERTweet. This means that the model is not fit to detect

all the positive instances, a very important trait for this problem. Finally, the F1 score,

which balances precision and recall, determining if a model is capable of identifying true

positives and minimizing false positives and false negatives. BERTweet achieved an F1

score of 77.71%, the best score in comparison to the rest of the models. This complements

the other metrics in showing that the model is not apt enough for the task at hand because

of its problems detecting and classifying true positives.

In the case of DistilBERT, the model is even more precise in predicting class 0, with

a 99.50% true negative ratio, but more unfit in predicting class 1, with a 47.09% true

positive ratio. This means that the model is more flawed than BERTweet for the task at

hand. The precision value, 87.86%, is the highest of all models, which is probably caused

by the higher precision at classifying class 0. Nevertheless, as mentioned, the model is still

unfit to detect class 1 correctly. The 68.72% recall value gives a better insight into the

performance of the model, verifying its unreliability on the task caused by class imbalance.

The F1 score metric of 77.12% also shows the poor performance of the model.

XLM-RoBERTa shows a similar performance to DistilBERT, both in its confusion

matrix and its metrics. It has a 98.74% true negative ratio and a 56.40% true positive

ratio. A bit better overall than DistilBERT, but not enough. The precision (85.81%) is

lower than DistilBERT, meaning the model is also affected by class imbalance. The recall

(70.95%) is higher, as the model is a bit better at detecting positives. Finally, the F1 score

(77.68%) is similar to the score of DistilBERT, showing that overall, their performance is

similar. This is also indicated by both models having the same test accuracy.

GPT-2 is the last Transformer model on the list, with a lower performance in positive

and negative classification. It has a 97.73% true negative ratio and a 56.40% true posi-

tive ratio (same as XLM-RoBERTa). The precision (73.81%) of GPT-2 is the lowest in

Transformer-based models, further proving the disadvantages of using a model created for
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text generation to do text classification, along with the problems from class imbalance.

The recall (69.27%) follows the same trend, being the lowest value of all models, meaning

the model has the most problems at detecting positives. This trend continues with an F1

score of 71.47%, also the lowest value in Transformer-based models for this score.

Finally, there are the CNN-based and LSTM-based models, which share the same

confusion matrices and metrics of precision, recall, and F1 score. These models are the

worst-performing in the entire list, with the exception of recall. They have a 100% true

negative ratio and a 0% true positive ratio, making the models completely unfit for the

problem, as they are incapable of detecting and classifying tweets suspicious of human

trafficking and child pornography (class 1). Their precisions (63.34%) are the lowest of

all models, meaning that the models struggle to detect true instances, concretely, true

positives. The recall values (79.59%) are better. Actually, both models have the highest

recall, but these values are most probably influenced by the 100% true negative rate,

meaning that in this case, the high recall does not mean that the models are good. The

F1 scores (70.54%) support the previous claim.

5.3 Results With Data Augmentation

As the previous section demonstrates, class imbalance heavily impacts model performance,

resulting in models that are only capable of detecting the majority class while struggling to

detect the minority class, which is generally the class of interest. Thus, data augmentation

is needed to alleviate this issue, generating a more balanced dataset. This section presents

the results obtained when the augmented dataset was used. This dataset was split using

the same portions as the non-augmented dataset: 70% for training (5089 tweets), 12% for

validation (872 tweets), and 18% for testing (1309 tweets). Table 5.3 shows a summary of

the metrics on all models.

From the start, we can see the improvements data augmentation brings to the training

metrics, mainly in the Transformer models. The CNN-based model and LSTM-based model

are the best-performing again, with 99.41% and 99.33% training accuracy, respectively.

Next is DistilBERT, the best-performing Transformer model, with a training accuracy of

96.10%, followed by BERTweet and RoBERTA, which share a value of 95.41%. Thanks
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Table 5.3: Summary of the results of each model, using data augmentation. Best results
highlighted

Model Training
Accuracy

Training
Loss

Test
Accuracy Test Loss Precision Recall F1 Score

BERTweet 95.41% 5.79% 94.88% 26.04% 93.89% 93.36% 93.63%
Distil-
BERT 96.10% 2.08% 95.49% 22.07% 93.66% 95.26% 94.45%

XLM-
RoBERTa 95.41% 6.69% 91.75% 26.45% 91.82% 87.29% 89.49%

GPT-2 93.00% 12.31% 89.00% 30.45% 86.20% 86.53% 86.36%
CNN-
based
model

99.41% 1.06% 59.05% 53.27% 34.87% 59.05% 43.85%

LSTM-
based
model

99.33% 1.15% 59.05% 42.05% 34.87% 59.05% 43.85%

to data augmentation, the models seem to be better for the task. Finally, there is GPT-2

with an accuracy of 93%, which had less improvement than the other Transformer models,

most probably because of the already mentioned focus that GPT-2 has on text generation

and because GPT-2 is made to create synthetic texts, making it identify synthetic texts

itself would be a problem for the model.

The training loss gives more information on how the models have improved in train-

ing. For example, while the CNN-based model and LSTM-based model are the best ones

regarding training loss, with values of 1.06% and 1.15%, respectively, they are higher than

when data augmentation was not used. This can be a sign of deterioration in learning

because of the synthetic data used in this experiment. In the case of Transformer mod-

els, all losses where reduced. DistilBERT has a training loss of 2.08%, the lowest in the

Transformer models, BERTweet has a loss of 5.79%, going lower than the previous 9.42%,

and XLM-RoBERTa achieved a value of 6.69%, reducing the previous value of 9%. These

results show that Transformer models have adapted to the augmented dataset and the

synthetic data it contains, showing their versatility. Again, GPT-2 improved by a little,

with a training loss of 12.31%, in comparison to the previous value of 13.54%, supporting

the idea that synthetic data actually harms the ability of GPT-2 to do text classification.

In regards to testing, the best model is, again, DistilBERT, with a test accuracy of

95.49%, improving the previous results obtained without augmentation (92.44% test ac-
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curacy). BERTweet is in second place with an accuracy of 94.88%, another improvement

considering the previous value of 92.33%. It is evident that both architectures are the

most suited for the problem, DistilBERT being capable of processing Spanish texts, and

BERTweet having the ability to understand and process tweets. XLM-RoBERTa is in third

place, with an accuracy of 91.75%, less than the previous result of 92.44%, but it can be a

product of synthetic data. Even so, the result is not too far from the previous one. GPT-2

is, again, the last place in the Transformer models, with a test accuracy of 89%, almost

the same as the accuracy obtained in the non-augmented dataset (89.74%). This result

reinforces the idea that GPT-2 is not good at classifying synthetic data. Finally, the CNN-

based and LSTM-model had significantly worse test accuracies in the augmented dataset,

both with values of 59.05%, more than a 20% reduction from the previous results (79.59%).

The results may be indicative that these models deteriorate when handling synthetic data

and are not capable of adapting to the problem.

The test losses are higher in most cases instead of lower. In Transformer models, only

DistilBERT, the model that has the lowest loss, is the exception, with a value of 22.07%,

lower than the previous 23.93%. The rest are higher than the values obtained with the

non-augmented dataset. This can be produced by data augmentation, as synthetic text

data is not always consistent and/or understandable. Another reason is the effect that

data augmentation has in class imbalance, now the model is not as good as before for the

majority class, so the general loss is a bit higher. In the case of the CNN-model and LSTM-

based model, the losses lowered, getting values of 53.27% and 42.05%, respectively. This

can be attributed to the synthetic data used to augment the dataset, which incremented

the number of instances of class 1, which allowed the models to reduce their losses and

bias towards the majority class.

As with the previous section, the remaining metrics will be analyzed along with the

confusion matrices of the models. Figure 5.2 presents the confusion matrices produced by

the models.
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(a) BERTweet (b) DistilBERT (c) XLM-RoBERTa

(d) GPT-2 (e) CNN-based model (f) LSTM-based model

Figure 5.2: Confusion Matrices of all the models, with data augmentation

From the start, we can see how data augmentation has helped the Transformer models

to detect positive and negative instances. BERTweet has a true negative rate of 97.02%

and a true positive rate of 91.79%. While the true negative rate is a bit lower than with the

non-augmented dataset, the true positive rate is significantly higher, going 30% up. This

shows that the model is not biased anymore and is capable of detecting both classes with

enough confidence. This claim is supported by the precision, recall, and F1 score values

of 93.89% (the highest of all models), 93.36%, and 93.63%, respectively. The model has a

more stable performance and is good at detecting both true positives and true negatives.

DistilBERT also benefits from data augmentation. It has a true negative rate of 96.77%

and a true positive rate of 93.66%, an increment of 46%. This model is better at detecting

class 1, most probably because of its ability to understand the Spanish language. Its

improved detection performance is validated by its values of precision (93.66%), recall

(95.26%), and F1 score (94.45%), the last two ones being the best values for all models. This

model has also stabilized thanks to data augmentation and performs better at detecting
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true positives.

Following the same trend, XLM-RoBERTa improved in its results. Its true negative

rate is 95.86%, and its true positive rate is 85.82%, going almost 30% up. While it is

an improvement, the results suggest that this model is not as good as the others for the

task at hand because of its lower true positive rate. The values of the metrics follow this

idea, with a precision of 91.82%, a recall of 87.29%, and an F1 score of 89.45%, good

values considering the previous results with the non-augmented dataset, but not as good

as BERTweet or DistilBERT.

GPT-2, again, had the least improvement of the Transformer models. Its true negative

rate is 91.72%, and its true positive rate is 85.07%, going almost 30% up from before.

While the model showed signs of having problems in text classification and in processing

synthetic data, the rates show that the model is still competent for the task, not as good

as the other models, but still a good result. DistilBERT is the best Spanish pretrained

Transformer model for this task. The values of the metrics verify the trend, with a precision

of 86.2%, a recall of 86.53%, and an F1 score of 86.36%, the lowest of all the Transformer

models.

Finally, there are the CNN-based and LSTM-based models, which, again, share the

same confusion matrices and metrics of precision, recall, and F1 score. From the start,

we can see that the capabilities of the models to detect true positives and true negatives

have stayed the same as with the non-augmented dataset. They have a 100% true negative

ratio and a 0% true positive ratio, making data augmentation ineffective in correcting the

detection problems of the models. Their metrics have actually lowered in comparison to

before, with their precision being 34.87% (a reduction of almost 30%), their recall being

59.05% (a reduction of 20%), and their F1 score being 43.85% (a reduction of almost 30%).

This makes the models completely unfit for the task, as they cannot detect suspicious

tweets even with data augmentation. These models seemingly need alternative approaches

to improve their performance.
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Chapter 6

Conclusions

The main conclusion for this research project is that Transformers are a good suit for

natural language processing and can quickly adapt to online expressions. For the specific

problem of detecting illicit tweets in Spanish, DistilBERT and BERTweet were the absolute

best models, being able to discern non-suspicious and suspicious tweets easily. While the

other Transformer models were not as good, that can be attributed to how they were

pretrained and how they process data, which means there is room for improvement for

those architectures too. Thanks to how Transformer architectures are powered by their

pretraining data, any flaws or problems the models present can be corrected by using data

specific to the problem in order to improve the adaptability of the models.

It is important to note that DistilBERT and BERTweet are both BERT-based models,

which means that, with the appropriate adjustments, we can implement the advantages

of BERTweet into DistilBERT or vice-versa. The second option could be the best, as

BERTweet is already adapted to tweets and their structure; we would need to replace the

original dataset of English tweets in which BERTweet was trained with a new and very

big dataset of Spanish tweets. A new comparison between DistilBERT and this Spanish

BERTweet would be a good way to determine if this approach is the definitive solution for

the problem.

Another conclusion for this work is how Transformers do not suffer as much as other

models with class imbalance. While the transformer models had problems in the original,

heavily unbalanced dataset, their performance, and most importantly, their ability to dis-

cern between classes improved significantly when the augmented dataset was used. And
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again, that new dataset was not balanced either. Class 0 had almost double the instances

as class 1. Even then, that was not a problem for the Transformer models, while the non-

Transformer models actually performed worse. This means that, for other problems and

datasets that present imbalance, Transformers can be used without issues and without the

need to perform data augmentation, assuming the imbalance is not too high, a considera-

tion that is very important and useful in the field of NLP when most problems suffer from

data imbalance by default.

While the CNN and the LSTM models obtained very poor results, it is most likely a

byproduct of overtraining and overfitting. Thus, these architectures can also be explored

and improved, but they would need specific techniques that would require additional pre-

processing before training, such as using trained word embeddings.

While the results have been significant in paving the way to develop AI detection for

illicit tweets, future work can be done to improve the detection rate and other metrics

and to adapt future models to the problem better. At first, it would be useful to generate

a significantly larger and more refined dataset, not just to fine-tune Transformer models

but to re-train them from scratch with data that is pertinent to the problem. While the

architectures are as powerful as they are, re-training them will definitely improve how they

understand illicit tweets, facilitating the process of fine-tuning and the end results. This

would be a process that will take a lot of time and computational resources, but the payoff

will be worth it.

If it is impossible to re-train the models, a new and larger dataset can also be used

to fine-tune them. While the improvement will probably not be as good as re-training,

fine-tuning with more concise data will yield better results. Generating this large dataset

was one of the objectives for this work, but because of how Twitter changed the terms and

conditions on the access and limits of its API1, the dataset ended up being considerably

smaller.

Finally, more advanced and heavy architectures can be tested and implemented, such

as the GPT-based architectures, i.e., GPT-3 or GPT-4 (which are not open source yet),

GPT-J and GPT-NeoX (which are open source). Other heavy architectures that are not

generative can be experimented with as well. Those models require a huge amount of
1https://www.cnbc.com/2023/02/02/twitter-to-start-charging-developers-for-api-access.html
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resources, memory, and storage, which are out of reach for this work but can produce

better and more precise detectors.
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