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Resumen

La visión por computador es una rama de la inteligencia artificial que permite a las

máquinas extraer información de imágenes y realizar tareas como la segmentación de

imágenes, que implica dividir una imagen en múltiples regiones para identificar diferentes

elementos. La segmentación de imágenes se aplica en el área médica para ayudar al personal

de la salud en el diagnóstico de enfermedades de los pacientes basándose en información

visual, y se requiere que tengan la mayor precisión posible. En este trabajo, se utiliza un

modelo de visión por computador llamado dual channel U-Net (DC-UNet) para la seg-

mentación de imágenes médicas. Espećıficamente nos enfocamos en el área de la detección

de pólipos que son lesiones que pueden variar en tamaño desde unos pocos miĺımetros hasta

varios cent́ımetros, y la importancia de esta aplicación radica en la identificación temprana

para la prevención del cáncer colorrectal. Para entrenar el modelo de segmentación se

empleó uno de los conjuntos de datos públicos más desafiantes en este campo, llamado

CVC-ClinicDB. Estas imágenes médicas corresponden a fotogramas extráıdos de v́ıdeos

de colonoscopia, cuyas imágenes de referencia consisten en una segmentación binaria en-

tre el pólipo y el fondo. Además, para aumentar el rendimiento del modelo DC-UNet

en este desafiante conjunto de datos, proponemos un algoritmo genético que encuentra la

combinación de hiperparámetros óptima para esta aplicación en espećıfico. Finalmente,

utilizamos diferentes configuraciones genéticas para estudiar el rendimiento de algunos op-

timizadores en el estado del arte basados en el gradiente con respecto a esta tarea.

Palabras Clave:

Segmentación de imágenes médicas, ajuste de hiperparámetros, algoritmos genéticos, visión

por computador, optimización.
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Abstract

Computer vision is a branch of artificial intelligence that enables computers to extract

information from images and perform tasks such as image segmentation, which involves

identifying multiple elements as image regions. Then, the application of image segmenta-

tion in the medical area is used to assist physicians in disease diagnosis from patients based

on visual information, and they are required to have the best possible accuracy. In this

work, a computer vision model called dual channel U-Net (DC-UNet) is used for medical

image segmentation. Specifically, we focus on the area of polyp detection which are lesions

that can vary in their size from a few millimeters to several centimeters, and the importance

of this application relies on the early identification for colorectal cancer prevention. One

of the most challenging public datasets in this field called CVC-ClinicDB was employed

to train the segmentation model. These medical images correspond to colonoscopy video

frames, whose ground truth images consist of a fully annotated binary segmentation be-

tween polyp and background. Furthermore, to increase the performance of the DC-UNet

model on this challenging dataset, we propose a genetic algorithm that finds the optimal

hyperparameter combination for this specific application. Finally, we use different genetic

configurations to study the performance of some state of the art gradient-based optimizers

regarding this task.

Keywords:

Medical image segmentation, hyperparameter tuning, genetic algorithms, computer vision,

optimization.
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Chapter 1

Introduction

1.1 Background

Image segmentation is a branch of computer vision that consists of extracting information

and minimizing the region of interest to recognize particular areas that need to be analyzed

for any kind of purpose. One advantage is that it can remove undesired features and

isolate them from the image. The fact of doing it manually would be time-consuming in

addition to the need of an expert in the area where it is applied. However, the use of

artificial intelligence allows these kinds of repetitive tasks to be done automatically by

models that are getting more accurate. Most of the first segmentation models were based

on machine learning. Region-based methods find groups of pixels with similar properties

while edge segmentation consists of finding abrupt property changes in the image, which

will be the boundaries between regions, and segmentation based on the threshold is based

on big contrasts between the background and the object [1]. However, these are traditional

methods that can not overcome challenging problems like the CVC-ClinicDB dataset. So,

that is why currently, it is usually done by deep learning as it has been at the center of

attention since some years ago. The segmentation could be simply to classify each single

pixel of the image. Then, one particular application of image segmentation in the realm

of medical imaging is medical image segmentation. The analysis of medical images has

been playing an important role in supporting medical staff to diagnose diseases efficiently.

In the field of medical imaging, there are a variety of ways it can be obtained such as

x-ray, computed tomography (CT), magnetic resonance imaging (MRI), etc. This kind of
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data is usually used to identify and segment different organs or anomalies such as tumors,

liver, prostate, knee cartilage, and the brain [2]. Its main purpose is to assist radiologists

and physicians in the diagnosis or treatment of illnesses or diseases from their patients

based on the visual information presented in the images [3]. For instance, having a more

thorough understanding of the anatomy and physiology of a patient’s body can help medical

practitioners plan and carry out therapies more successfully. Additionally, medical image

segmentation can be used to highlight certain structures or areas of interest in real-time

images, providing real-time assistance during procedures like minimally invasive surgeries.

Due to its importance, researchers have been dealing with a lot of challenges regarding

medical image segmentation, and some of them are related to deep learning models such as

overfitting and training time [4]. Overfitting occurs when a model is trained to memorize

the patterns and regularities in the training data, but fails to generalize to new unseen

data, resulting in poor performance compared with the training data [5]. Furthermore,

reducing the training time is another topic of study because has a lot of benefits regarding

efficiency.

Some deep learning models like U-Net [6] and its variants are the most popular convolu-

tional neural network architectures related to medical image segmentation. However, this

kind of model has some parameters that can not be learned during the training process, and

those are called hyperparameters because they are fixed previously by the experimenter.

It is important to select the correct set of hyperparameters as the impact they have on

the performance of the model is significant. The process of finding the best hyperparame-

ter configuration could be difficult to approximate. There are some brute force approach

methods to solve this task such as grid search or random search. They are usually used

because of their ease of implementation, but these do not help either to converge to a

locally optimal solution.

On the other hand, genetic algorithms are optimization algorithms inspired by the pro-

cess of natural selection. In genetic algorithms, potential solutions—a collection of hyper-

parameters—are produced at random and iteratively improved by using genetic operators

like crossover and mutation to create children with better characteristics [7]. Therefore,

genetic algorithms are a good choice to do hyperparameter tuning of a deep learning model.

The population eventually evolves towards a set of hyperparameters that perform well on

2



the task. The fitness of each solution is determined by evaluating the performance of the

deep learning model on a validation set. The process continues until a desirable solution

is found or a stopping criterion is reached.

Genetic algorithms are an optimization method well suited for hyperparameter tunning

in deep learning because they can handle complex and high-dimensional search spaces and

are easy to parallelize [8]. It is helpful because the search space in this case is not finite as it

has some real values such as dropout and learning rate. Also, as hyperparameter tunning is

a time-consuming task it could be tackled by using high-performance computing techniques

to considerably reduce the training time.

1.2 Problem statement

Some challenges regarding medical image segmentation are scarcity of data, class imbalance

in the ground truth, high memory demand, and datasets with a limited number of images

[9]. The problem to solve in this work is the image segmentation of the dataset CVC-

ClinicDB which consists basically of endoscopy images to detect polyps. In total, 612

images correspond to 29 video frames. The architecture to be used in this work is DC-

UNet [1] which is a variant of the known U-Net [6]. Then, genetic algorithms will be used

to find the best configuration of the hyperparameters in this case batch size, dropout, and

optimizer learning rate. Grid search is not considered because there are a lot of values to

try in every hyperparameter, and that would be computationally expensive as it requires

evaluating every single combination to know which is the best. Genetic algorithms mimic

the process of evolution and select the solution based on natural selection. Soon, there

will be a performance analysis of some optimizers to figure out which performs better for

this specific model and dataset. The optimizers used in this work are RMSProp, Adam,

Nadam, and AMSGrad.
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1.3 Objectives

1.3.1 General Objective

Find the best hyperparameter combination in medical image segmentation with DC-UNet

model and CVC-ClinicDB dataset using optimization based on genetic algorithms.

1.3.2 Specific Objectives

1. Find the optimal optimizer algorithm which outcomes the best performance for this

specific task.

2. Provide great segmentation results using a state of the art medical image segmenta-

tion model with a challenging dataset.

3. Analyze the effectiveness of genetic algorithms for the hyperparameter tuning chal-

lenge.
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Chapter 2

Theoretical Framework

In this chapter, key concepts of deep learning, medical image segmentation, and genetic

algorithms are introduced. These topics provide a better understanding of how the hyper-

parameter tuning works with the use of genetic algorithms.

2.1 Artificial Neural Networks and Optimization

Artificial neural networks (ANNs) are inspired by the human brain which is composed

of interconnected neurons that receive and transmit electrochemical signals from other

neurons across a synapse. With some attempts to give computers the capacity of learning,

McCulloch and Pitts place the idea that some computational elements inspired in biological

neurons can perform complex computations, simplifying them to binary on/off activation

based input signals [10]. After that, Frank Rosenblatt made a significant contribution

by designing the perceptron, which was developed to learn and identify patterns through

supervised learning [11]. The perceptron algorithm updated the weights to make accurate

predictions based on the input patterns, however, one of its limitations was the inability to

solve non-linearly separable problems. After that, Minsky and Papert propose the idea of

multilayer perceptrons, introducing the concept of multiple layers of neurons between the

input and output layers, and they call them hidden layers [12]. Although they discussed

the potential of multilayer perceptrons, they did not provide an algorithm for training this

kind of network. Some years later, the idea of the backpropagation algorithm came to the

scene by multiple contributions of several researchers in the 1980s using the chain rule of

calculus to adjust weights in a neural network by calculating the gradient.
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ANNs have many architectures based on connection patterns, and the most common is

the feed-forward neural network. In this architecture, its neurons and connections in the

hidden layers can be seen as graphs with no loops or cycles, so the information is transferred

in a unidirectional way. Each neuron receives multiple inputs that have associated weights.

The weighted sum of inputs is passed to an activation function that will be the output for

that neuron. The sigmoid activation function is often used because this function and its

derivative are continuous. So, the output of each neuron is calculated by:

O = f

(
n∑

i=1
wixi

)
(2.1)

where f is an arbitrary activation function while x and w are the input and weight vectors

respectively [13].

The problem to solve by applying supervised learning through artificial neural networks

is to optimize a loss function by adjusting the weights for all neurons. To formalize the

inference problem, it can be mathematically described as follows:

w∗ = argmin
w∈Rn

{
1
|X|

∑
x∈X

L(x, w)
}

, (2.2)

where w∗ is the optimum value, w is the weight vector to be optimized with dimension n,

and L(x, w) is the computed loss from samples in the training set x ∈ X [14].

In deep learning, the optimization problems are usually defined over a large training

set, which requires high computational resources. Several optimizing algorithms allow us

to solve this task, and the most popular ones are stochastic gradient descent (SGD) and

its variants. These gradient-based algorithms select a random mini-batch of the training

set at each iteration to evaluate the loss function and its gradient. Small batch sizes tend

to be untrustworthy, while calculating gradients for full-batch computations is frequently

challenging, resulting in a balance between stability and effectiveness. Then, if we take a

random mini-batch Bt, the weights are updated at each iteration t by the following rule:

wt = wt−1 − αt

(
1
|Bt|

∑
x∈Bt

∇L(x, wt)
)

, (2.3)

where αt and |Bt| are the learning rate and batch size hyperparameters [15]. In gradient-
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based optimization algorithms, the learning rate is the step size when adjusting the weights

at each iteration. For a better understanding of how neural networks are optimized, let’s

talk about all the optimization algorithms we use in this work.

2.1.1 RMSProp

The root mean squared propagation algorithm, which is best known as the RMSProp

algorithm, is an effective method for optimizing deep neural networks. Inspired by SGD,

it is designed in such a way it easily converges in non-convex settings. This optimizer uses

an exponentially weighted moving average of the squared gradient to update the weights.

During training, the exponential decaying average ignores history from far away past to

quickly converge after identifying a convex area [16]. This process considers all different

weights separately accelerating the step sizes in small gradients while slowing down the big

ones. So, this algorithm speeds up the optimization at the same time avoids overshooting

the minima. The RMSProp algorithm is illustrated in Algorithm 1 in its standard form.

Algorithm 1: RMSProp optimizer algorithm
Require: Global learning rate α, discounting factor for past gradients β
Require: Initial parameter w
Require: A small constant ϵ for numerical stability, by default 10−7

1 r ← 0 /* Initialize accumulative squared gradient variable */;
2 while stopping criterion not met do
3 Sample a mini-batch of size n from the training set {x1, ..., xn};

4 g ← 1
n
∇w

∑
i L(xi, w) /* Compute gradient */;

5 r ← βr + (1− β)g ⊙ g /* Accumulate squared gradient */;
6 ∇w ← − α√

ϵ + r
⊙ g /* Compute update parameter */;

7 w ← w +∇w /* Apply update */;
8 end while

2.1.2 Adam

The Adam optimizer, whose name comes from adaptive moments, is considered an up-

graded algorithm that combines the advantages of RMSProp and SGD with momentum

[16]. This fact, uses the exponential moving average of the gradient and the squared gradi-

ent to update the weights, making the method more robust [17]. Additionally, it introduces
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a correction method for the first and second order moments estimates to deal with the mov-

ing average variables initialized as zero vectors. By rescaling the gradient, the start of the

process is not limited by the exponential decay B1 and B2. Finally, Adam optimizer is

presented in Algorithm 2.

Algorithm 2: Adam optimizer algorithm
Require: Global learning rate α
Require: Exponential decay rates for moment estimates B1 and B2 in [0, 1), by

default 0.9 and 0.999 respectively
Require: A small constant ϵ for numerical stability, by default 10−8

1 m← 0, v ← 0 /* Initialize 1st and 2nd moment vectors */;
2 t← 0 /* Initialize time-step */;
3 while stopping criterion not met do
4 Sample a mini-batch of size n from the training set {x1, ..., xn};

5 g ← 1
n
∇w

∑
i L(xi, w) /* Compute gradient */;

6 t← t + 1;
7 m← β1m + (1− β1)g /* Update biased 1st moment estimate */;
8 v ← β2v + (1− β2)g ⊙ g /* Update biased 2nd moment estimate */;
9 m̂← m

1− βt
1

/* Correct bias in 1st moment estimate */;

10 v̂ ← v

1− βt
2

/* Correct bias 2nd moment estimate */;

11 ∇w ← − αm̂√
v̂ + ϵ

/* Compute update parameter */;

12 w ← w +∇w /* Apply update */;
13 end while

2.1.3 Nadam

Nadam optimizer can be seen as Adam with Nesterov momentum, known as Nesterov

accelerated gradient. What the Nesterov momentum does is evaluate the gradient after

the current velocity of the past iterations is applied. This type of momentum is sometimes

superior to the classical momentum used in SGD based optimizers. However, when trying

Nesterov momentum to be combined with Adam, the mathematical operations behind this

are not intuitive. Additionally, they establish the notion of the variable µ (in our notation

β1) to be indexed by time-step µ1, ..., µT because it often helps to gradually increase or

decrease this value over iterations [18]. The pseudocode for the Nadam optimizer algorithm

is included in Algorithm 3, considering a constant value for β1 for simplicity.
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Algorithm 3: Nadam optimizer algorithm
Require: Global learning rate α
Require: Exponential decay rates for moment estimates B1 and B2 in [0, 1), by

default 0.9 and 0.999 respectively
Require: A small constant ϵ for numerical stability, by default 10−8

1 m← 0, v ← 0 /* Initialize 1st and 2nd moment vectors */;
2 t← 0 /* Initialize time-step */;
3 while stopping criterion not met do
4 Sample a mini-batch of size n from the training set {x1, ..., xn};

5 g ← 1
n
∇w

∑
i L(xi, w) /* Compute gradient */;

6 t← t + 1;
7 m← β1m + (1− β1)g /* Update biased 1st moment estimate */;
8 v ← β2v + (1− β2)g ⊙ g /* Update biased 2nd moment estimate */;
9 m̂← m

1− βt+1
1

/* Correct bias in 1st moment estimate */;

10 v̂ ← v

1− βt
2

/* Correct bias in 2nd moment estimate */;

11 m̄← (1− β1)
(1− βt

1)
g + β1m̂ /* Nesterov trick */;

12 ∇w ← − αm̄√
v̂ + ϵ

/* Compute update parameter */;

13 w ← w +∇w /* Apply update */;
14 end while

2.1.4 AMSGrad

AMSGrad is considered a variant of Adam that incorporates the property of non-increasing

step size which is missing in some optimizers, and it improves the convergence properties

in some scenarios. Specifically, those optimizers are the exponential moving average based,

like RMSProp and Adam. In AMSGrad work, researchers show that when the variance

of the gradients concerning time is large, Adam can not converge to an optimal solution

[19]. So, they propose an algorithm that does not lose the advantages of an exponential

moving average optimizer relying on long-term memory for the past gradients. Then, this

optimizer requires a smaller learning rate because of the slow decay concerning the previous

gradients. The AMSGrad optimizer is illustrated in Algorithm 4, considering fixed values

for hyperparameters α and β1.
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Algorithm 4: AMSGrad optimizer algorithm
Require: Global learning rate α
Require: Exponential decay rates for moment estimates B1 and B2 in [0, 1), by

default 0.9 and 0.999 respectively
Require: A small constant ϵ for numerical stability, by default 10−8

1 m← 0, v ← 0 /* Initialize 1st and 2nd moment vectors */;
2 v̂ ← 0 /* Initialize the maximum 2nd moment vector */;
3 t← 0 /* Initialize time-step */;
4 while stopping criterion not met do
5 Sample a mini-batch of size n from the training set {x1, ..., xn};

6 g ← 1
n
∇w

∑
i L(xi, w) /* Compute gradient */;

7 t← t + 1;
8 m← β1m + (1− β1)g /* Update 1st moment estimate */;
9 v ← β2v + (1− β2)g ⊙ g /* Update 2nd moment estimate */;

10 v̂ ← max(v̂, v) /* Applied element-wise */;
11 V̂ ← diag(v̂);

12 ∇w ← − αm̄√
v̂ + ϵ

/* Compute update parameter */;

13 w ← argmin
w∈Rn

||V̂ 1/2(w +∇w)|| /* Update via projection operation */;

14 end while

2.2 Medical Image Segmentation

In computer vision, image segmentation involves to group pixels of an image into differ-

ent and separate classes called sections, and these sections are meant to depict different

elements of the image such as the foreground, background, or an item [20]. There are

numerous ways to complete this task that come from manual segmentation by radiolo-

gists or other clinicians with the appropriate training to automated segmentation using

various computational techniques. In recent years, machine learning as well as deep learn-

ing methods, have become effective ways for medical image segmentation, and they have

produced state-of-the-art outcomes in numerous applications. As these techniques lay the

groundwork for understanding the evolutionary algorithm approach to hyperparameter

tuning that we are applying in this research, we will explore these approaches in this sec-

tion, along with their benefits and drawbacks. Before explaining some image segmentation

techniques, let’s introduce convolutional neural networks as it is one of the most popular

methods used in computer vision.
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2.2.1 Convolutional Neural Networks

Convolutional neural networks (CNNs) have demonstrated outstanding results in a variety

of computer vision and machine learning challenges. They were born as an improvement

of how ANNs deal with images. As we know, ANN models receive one-dimensional vectors

as input, so images need to pass through a flattening process. This process destroys the

spatial distribution of pixels in the image. To preserve that information after the flattening

process, CNNs use convolutional and pooling layers which increment the receptive field in

the subsequent feature maps.

Convolutional layer

The convolutional layer applies multiple feature detectors to the input data. A feature

detector is a convolution matrix that computes an element-wise product with a region of

the same size in the input, and it results in a single number by summing these products

together [21]. The previous process is repeated for every position from the top left to

the bottom right corner of the input sliding a predetermined amount of pixels named as

stride. Single units are connected with local receptive fields on the input, that extract

elementary visual features such as edges, corners, or textures [22]. Then, the resulting

output of applying a feature detector is called a feature map, and it is typically followed by

a rectified linear unit (ReLU) function to add non-linearity to learn complex relationships.

Finally, the convolution operation for a 3× 3 input and 2× 2 feature detector is shown in

Figure 2.1 with a stride of 1.

4

8 5

11

3

7

2 1 13

2 1

1 0

8 7

5 0

22 4

8 0

16 5

2 0

10 3

1 0

34 20

23 14
*

Figure 2.1: Convolution in a 3× 3 image with 2× 2 feature detector and stride of 1.
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Pooling layer

In pooling layers, the most common operations are max pooling and average pooling. These

operations transform a subregion into an nxn window into a pixel which is represented by

a number. Similar to convolutions, this process is done by covering all regions of the

image with steps predefined by the stride, but this operation needs no parameters. In max

pooling the resulting number is the maximum value from that subregion while average

pooling takes the average. With these layers, spatial invariance is achieved in the feature

maps with a lower resolution, ignoring its exact position [23]. Additionally, features can

be detected even if they are not the same, detecting small changes. We can see the max

pooling operation in Figure 2.2 for a 6× 4 image with a 2× 2 sliding widow and stride of

2.

16

1216 31

15 8

16

13 7

1

20

31

4 15 8
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8 11

11

12

3

2 1 9

5 2 4

167 3

Figure 2.2: Max pooling in a 6× 4 image with a 2× 2 sliding window and stride of 2.

2.2.2 CNN-based Semantic Segmentation

Segmentation models based on deep learning are a good option to solve this task because

they considerably increase the accuracy of results with CNN structures. The backbone of a

CNN-based image segmentation model is the CNN architecture. The architecture should be

selected by the particular task and dataset, and it can be modified for better performance.

Some approaches like [24] construct a classifier by patches in the input image through a

sliding window, so that each pixel is classified by the context of surrounding pixels. Their

final prediction is based on fully connected layers after convolutional blocks. However,

the limitation of this method is the restriction of learning global features, especially when

the patch size is relatively small. In [25], fully convolutional networks were proposed by

replacing fully connected layers with 1× 1 convolutions. Their 1× 1 convolutions have one
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channel per class so that each one contains a class score prediction. This model applies

deconvolutions as a method to backward-strided convolutions and pooling layers. Finally,

it returns the full segmented image at once.

2.2.3 U-Net Architecture

U-Net [6] is a neural network architecture that uses convolutional layers to perform the

segmentation. Indeed, this architecture is based on the fully convolutional network [25]

mentioned before, so it does not have fully connected layers. The structure of U-Net is

almost symmetric where on one side we have the encoder and on the other the decoder,

and it is depicted in Figure 2.3. The encoder is used to extract spatial features. It has four

convolution blocks each of them representing 3 × 3 convolutions and 2 × 2 max pooling

with a stride of 2. After each convolution block, the down-sampling operation performed

by max pooling reduces the size of the feature maps by half, so the number of filters is

doubled in the next block. Then, the decoder is in charge of obtaining the segmentation

map from the features extracted by the encoder. It performs up-sampling operations to

the feature maps with 2×2 transposed convolutions increasing the size of the feature maps

by double. Then, the number of feature channels is reduced to half after each up-sampling

operation. The decoder uses 3× 3 convolutions as the encoder.

Next, the final segmentation map is generated by a 1× 1 convolution. This final con-

volution uses the sigmoid activation function in contrast to the others which use ReLU

activation. Last but not least, this architecture uses skip connections which directly con-

nect the encoder with the decoder in order not to lose the spatial features in the pooling

operations. It is concatenated with the output of the transposed convolutions and is prop-

agated to the next layers. This concatenation is accomplished to by truncating the encoder

feature maps by centering them as they are slightly greater than the encoder ones.

2.2.4 DC-UNet

Some challenging datasets require segmenting objects into regions which can vary a lot in

size for the same class. So, approaches explained before poorly segment them because they

have to deal with a trade-off between reducing kernel sizes and learning higher resolution

13



Two 3x3 conv blocks, ReLU

Skip connection

2x2 max pooling

2x2 transposed conv

1x1 conv

OutputInput

Figure 2.3: U-Net architecture representation, based on fully convolutional networks.

features. This problem can be solved by the use of convolutions with the use of different

kernel sizes in parallel so that feature maps can learn features at different scales. Then,

the model for this section, called dual channel U-Net (DC-UNet) [1], is inspired by U-Net

and MultiResUNet [26] architectures, introducing the idea of dual channel blocks. A dual

channel block is an effective way to obtain a considerable number of different scaled spatial

features, and its representation can be seen in Figure 2.4. This block creates multiple

feature maps whose receptive fields have sizes of 3× 3, 5× 5, and 7× 7, where the two last

are built from consecutive 3×3 convolutions. An addition operation between the resulting

matrices from each channel is then carried out to provide more spatial features. Moreover,

this model uses batch normalization layers after each DC-Block, which provides faster and

better convergence [27].

Another important detail in this architecture is the replacement of skip connections in

U-Net [1] with Res-Paths proposed in [26]. It consists of successive 3×3 convolutions which

are added to 1 × 1 convolutions called residual connections [28]. It concatenates encoder

features with the decoder as skip connections, but its additional operations reduce the

semantic gap between them. At each level of depth, the number of 3× 3 convolutions with

residual connections is reduced by one, starting from 4 to 1. An illustration of a Res-Path
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Input

3x3 convolution 3x3 convolution

3x3 convolution 3x3 convolution

3x3 convolution 3x3 convolution

Concatenation Concatenation

Add

Figure 2.4: Dual channel block graphical representation, which captures multiple scale
features.

in the first level is shown in Figure 2.5. It is important to mention that the number of filters

used in DC-UNet for each DC-Block is reduced by half in comparison with MultiResUNet

[26]. This drastically reduces the number of trainable parameters, making the model less

time-consuming during training. In Res-Paths, the number of filters for each 3 × 3 and

1 × 1 convolution are {32, 64, 128, 256} for Res-Path {1, 2, 3 4} respectively. At last,

DC-UNet architecture is shown in Figure 2.6.

Encoder

3*3

1*1

Decoder

3*3

1*1

3*3

1*1

3*3

1*1

Max Pooling Transposed Convolution

Figure 2.5: Res-Path connections with 4 successive 3×3 convolutions and its conrrespond-
ing residual connections.
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DC Block 1

DC Block 2

DC Block 3

DC Block 4

DC Block 5

DC Block 9

DC Block 8

DC Block 7

DC Block 6

Res Path 3

Res Path 2

Res Path 1

Input Output

3x3 Conv (ReLU)

2x2  Max Pooling

2x2  Transposed Conv

1x1 Conv (Sigmoid)

Res Path 4

Figure 2.6: DC-UNet architecture based on U-Net to capture multiple scale features for
medical image segmentation.

2.3 Genetic algorithms

Genetic algorithms are heuristic search algorithms inspired by biological evolution, and

their purpose is to optimize a fitness function which usually is multivariate. Each solu-

tion candidate is called an individual, and the process of evolution makes a population

adapt better to the environment to have more chances to pass their features to the next

generation. The solution representation in an individual is called chromosome [29], which

contains the values for each variable usually as an array. In this section, we introduce some

important genetic operators which are sampling, selection, crossover, and mutation that

are explained next.

2.3.1 Sampling

Sampling is the first step in genetic algorithms, it is the initialization of the population. Is

important to make a good initialization as it will define the variability of the population.

A bad initialization could lead to increased time towards a solution to prevent convergence

to the global optimum solution [30].

2.3.2 Selection

This operation simulates the process of natural selection, or in other words the survival

of the fittest. Almost all selection techniques are based on the fitness function, where the

fittest solutions have more chances to survive and reproduce. This is an important step
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for evolution where the new generation is likely to be better than previous ones. Some

selection algorithms are based on random probabilities, giving the fittest individuals more

chance of being selected, and one classic algorithm with this approach is the Roulette wheel

selection explained in [31].

2.3.3 Crossover

It is an operator that is in charge of combining the chromosomes from two or more parent

solutions. This operation mimics the mating between parents to generate offspring solu-

tions that inherit similar features from both. The purpose is to try to outperform their

parents which would have successful parts of chromosomes. For bit string representation,

one of the most known crossover algorithms is the n-point crossover, which splits parents

in n random positions and mixes them alternatively by their splitting points [29]. We can

see an example of one-point crossover in Figure 2.7.

10 10 10 11 11 11 11 11 10 00 00 00 00 00

10 10 10 11 11 11 1111 10 0000 00 00 00

Parent 1 Parent 2

Offspring  1 Offspring  2

Figure 2.7: One-point crossover for bit string representation, where two parental solutions
generate two offsprings by mixing their chromosomes.

2.3.4 Mutation

Mutation operators alter a solution by disrupting it, and random alterations in the chro-

mosome are what cause mutation. In this operation, we have a parameter that indicates

the probability of individuals mutating, and it is called mutation rate [31]. The value of

this parameter is that generates a disturbance among the population. Additionally, every

point in the solution space must be accessible from an arbitrary point because there must

be at least a minimum chance to access to every part of the solution space. If not, there

is a low likelihood that the best solution will be discovered.
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2.3.5 Fitness

The fitness function evaluates the phenotype of the solution, measuring the quality of

individuals produced by the reproduction of the previous generation. The choice of the

fitness function is an important part of the process, and it can guide the search for the

genetic algorithm. Thus, this function is the objective to be optimized by the genetic

operators. Many times, the bottleneck is in evaluating the fitness function, so the genetic

algorithm must be designed in such a way as to minimize the number of function calls [29].

That is our case in which the fitness function envelops a deep learning model training.
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Chapter 3

State of the Art

In the field of medical image segmentation, there are some public challenges and datasets

that envelop the segmentation of brain tumors, ischemic stroke lesions, and multiple scle-

rosis, among others. In Table 3.1, we summarize some recent medical image segmentation

related works with metrics and datasets used. Most of them consist of CT and MRI, com-

monly used in brain analysis. Brain imaging studies some metrics, where some well known

ones are true positive rate, dice similarity coefficient, Hausdorff distance, and average sym-

metric surface distance [32]. Additionally, other works also include intersection over union

as well to evaluate performance [33]. In some research regarding lung segmentation, one

of the best known datasets is the lung image database consortium. Specifically, in recent

research using this dataset [34], authors consider precision, sensitivity, and mean intersec-

tion over union as evaluation metrics. Finally, concerning this work in polyp segmentation,

some well known datasets are the Kvasir-SEG (1000 images), ETIS (196 images), CVC-

ColonDB (380 images) and Endotec (1000 images), which were used in [35].

Apart from the deep learning optimization methods used in this work, there are several

optimizers to adjust the weights in these models, and the most influential ones are shown in

Table 3.2. After the backpropagation algorithm became well known, several gradient-based

algorithms were developed to optimize those models. The regular SGD was the inspiration

for most gradient-based algorithms today, which update weights in the opposite direction

of the gradient. One of them is SDG with momentum, which was introduced in [36].

This optimizer adds the notion of updating the weights based on past weight changes to

speed up the SGD optimization. Then, Adagrad establishes the idea of using the historical
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squared values of the gradient, which is helpful to converge after falling in a convex area

[16]. As those approaches, some breakthroughs have developed state of the art optimization

methods such as Adadelta, Adam, Adamax, and others.

In the history of hyperparameter tuning methods, the first ones are grid search and ran-

dom search. Those methods are still very popular because of their ease of implementation.

Nowadays some medical applications use these methods to optimize deep learning models

such as emboli detection [37], heart disease prediction [38], medical image segmentation

[39], and others. Nevertheless, we can consider them as brute force approaches as they

do not consider the performance of previous evaluations to predict better configurations,

so these methods need to evaluate the model several times to find a good hyperparameter

configuration.

Other methods outperform grid search and random search like Bayesian optimization.

This is one of the state of the art methods which constructs a probabilistic model for

the objective function, considering previous evaluations to compute the next points to try

[40]. This approach helps to reduce the number of evaluations, and it can even optimize

non-convex functions. Genetic algorithms based optimization is another approach that is

on the state of the art methods which perform well. Additionally, both approaches can be

parallelized to run several function evaluations asynchronously. This allows the efficient

use of the hardware to reduce the optimization time, as the bottleneck is the function

evaluation most of the time.

According to research works with genetic algorithms to optimize deep learning models

in medical imaging problems, there exist some that are focused on tuning hyperparameters

that change the network structure as proposed by [41]. They use a single objective genetic

algorithm whose genes represent components of a CNN such as the number of layers, the

number of neurons for each layer, activation functions, optimizers, and loss functions. The

optimized model is used for medical image denoising, so their fitness function is based on

the restored image quality measure for each individual. However, other works use single

objective genetic algorithms to tune only hyperparameters of the model instead of changing

the network structure itself. It is the case of the work developed by [42] which compares

Bayesian optimization algorithms with the covariance matrix adaptation evolution strategy

(CMA-ES). This genetic algorithm is friendly to parallel the evaluation of the solutions
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to speed up the optimization, as the number of evaluations reaches up to 2000. In this

case, the hyperparameters they use are batch size, alpha & epsilon for batch normalization,

dropout rates in different layers, and optimizer’s learning rates, among others.

Additionally, multi-objective algorithms have been used to tune hyperparameters in

machine learning models because in some cases is necessary to consider optimizing a model

through more than one metric at a time. That is the case of [43], they used a multi-objective

genetic algorithm to optimize the parameters of a support vector machine classifier to deal

with imbalanced data. As accuracy is not a suitable measure for imbalanced data, they

also use the G-mean and average cost metrics with a 10-fold cross-validation. Thus, they

have 3 fitness functions to be used in the NSGA-II algorithm. The NSGA-II algorithm

that is based on crowding distance sorting has been used in hyperparameter tunning in

classifiers for disease diagnosis by [44]. In this work, the models are based on decision trees,

and the fitness functions used are sensitivity and specificity. They define 20 generations as

stopping criteria and select the best non-dominated solutions as the set of hyperparameter

configurations.

According to the literature review, medical image segmentation datasets are charac-

terized by having very few images with unbalanced data. In addition, there are a lot

of evaluation metrics that can be considered when performing this task. Besides that,

the choice of optimizers has an important role for deep learning where it is important to

consider them according to the current state of the art. Finally, related works have demon-

strated the potential use of different kinds of genetic algorithms for medical purposes, so

we would study its performance on a specific case in medical image segmentation with one

of the most challenging datasets.
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Chapter 4

Methodology

4.1 Description of the Problem

4.1.1 Dropout Layers

In this approach, we slightly modify the DC-UNet [1] architecture by simply adding dropout

layers in the model, as the unique regularizer used in their work is batch normalization.

Dropout [49] is a technique used in neural networks that randomly deactivate units with a

probability of p. This deactivation is temporary, so new units are sampled at each iteration

during training. Dropout helps the model to generalize some features avoiding the model

from doing too well on training data. We use these layers just in between DC-Blocks and

Res-Paths to generalize encoding features.

4.1.2 Loss Function

This problem can be seen as a binary classification for each pixel in the medical images

as we predict if they belong to a polyp or not. So, the loss function used is the binary

cross-entropy loss, and its mathematical representation is:

CrossEntropy(y, ŷ) =
∑
x∈X

−(y × log(ŷ) + (1− y)× log(1− ŷ)) (4.1)

where x ∈ X are pixels in the input image, ŷ is the model prediction and y is the ground

truth [50]. This function is optimized with respect to the model weights w as seen in section

2.1 during training, and it is represented as L(xi, w) for image xi on those optimizing
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algorithms.

4.1.3 Performance Metric

After the optimization for the loss function is done, we need to evaluate the model predicted

solutions. Nevertheless, all pixel values in the output are related to the probabilities of

belonging to a specific object. Consequently, it can be seen as a grayscale image instead of

a binary one. According to [1], binarizing the predicted images to compute the performance

binary vs. binary would result in a loss of information. So, the performance metric used

to evaluate predicted results in the validation set is Tanimoto similarity [51], that is for

grayscale images. It is considered an extension of Jacard similarity because Tanimoto

similarity obtains the same results when pixel values are in {0, 1}. Considering images A

and B to be two sets, Tanimoto similarity T (A, B) can be described as:

|A ∩B| =
∑

aibi (4.2)

|A ∪B| = |A|+ |B| − |A ∩B| =
∑

(a2
i + b2

i − aib1) (4.3)

T (A, B) = |A ∩B|
|A ∪B|

(4.4)

where ai ∈ A and bi ∈ B.

4.1.4 Dataset Description

The dataset used in this work is the CVC-ClinicDB that was introduced in [52]. This

dataset contains several images corresponding to frames from colonoscopy videos, and it

is one of the most challenging datasets as the objective may have different sizes. The

segmenting objective in the dataset is polyps, they are lesions that can vary in size from

a few millimeters to several centimeters [53]. Additionally, it is fully annotated where the

ground truth images consist of a segmentation of the polyp and the background. In Figure

4.1, there are some examples of how the dataset looks like, where the first and second rows

stand for original images and annotated images respectively.
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Figure 4.1: CVC-ClinicDB dataset examples, with original images (first row) and their
corresponding ground truths (second row).

4.1.5 Data Preprocessing

Here, we use the same rescaling procedure as in [1] where images are resized from 384×288

to 128 × 96 pixels. This process considerably reduces memory usage and computational

cost during the training of the model.

4.2 Model Proposal

4.2.1 Sampling

To sample the first generation, we use discrete and continuous uniform distribution as

we have integer and real variables to optimize. For discrete variables, all possible values

have the same probability of occurrence. Then, the probability mass function for them is

illustrated in equation 4.5 [54]. Besides, the continuous distribution is used to model the

occurrence of events with constant probabilities over intervals of the same size. Further,

the probability density function for real variables is shown in equation 4.6 [54], where a

and b are the low and up variable boundaries respectively.

P (X = xi) = 1
n

, i = 1, 2, .., n (4.5)

f(x) =


1

b− a
, if a ≤ x ≤ b

0 , otherwise
(4.6)
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4.2.2 Selection

This operator is quite straightforwardly implemented, as we use a fitness-based truncated

selection approach which ensures the survival of the most adapted solutions. In this ap-

proach, parent and offspring solutions are sorted by their fitness value, then the truncation

operation selects the n-th fittest individuals for the next generation, and each generation

will have the same population size [55]. After that, the algorithm performs a permutation

among all individuals in the current population so that the arrangement is not the same

for the next generation, and then we form pairs with all of them. Therefore, all individu-

als in that generation take part in the mating process once. For example, if we have the

permutation of the n-th fittest individuals [a, b, c, d, e, f ], the parent selection will be the

pairs [(a, b), (c, d), (e, f)].

4.2.3 Crossover

For mating, the simulated binary crossover [56] (SBX) operator is used, which is a technique

used for real parameter values. However, in our implementation, we use this operator

also for integer values which are rounded after the crossover. As we know, each parent

solution is a vector, so the SBX operator is applied variable by variable. This operator

uses a parameter ηc which defines the spread of offspring solutions. Over a probability

distribution around parent solutions, large values for ηc tend offsprings to be close to their

parents while small values tend to create them away. Considering a problem with the i-th

variable to be real xi ∈ [0, 1], and the parent solutions to be x
(1,t)
i = 0.2 and x

(2,t)
i = 0.8 for

that variable. Then, probability density functions follow a polynomial distribution, and

they can be seen in Figures 4.2 and 4.3 for offspring solutions with ηc = 1 and ηc = 10

respectively.

The procedure to compute two offspring solutions from parents is described next. Sup-

pose we have x
(1,t)
i ≤ x

(2,t)
i , then the spread factor β

(1,t)
i and β

(2,t)
i are calculated as in

equations 4.7 and 4.8.

β
(1,t)
i = 1 + 2(x(1,t)

i − xl
i)

x
(2,t)
i − x

(1,t)
i

(4.7)

β
(2,t)
i = 1 + 2(xu

i − x
(2,t)
i )

x
(2,t)
i − x

(1,t)
i

(4.8)
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Figure 4.2: Probability density function
for x

(1,t+1)
i and x

(2,t+1)
i with ηc = 1.
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Figure 4.3: Probability density function
for x

(1,t+1)
i and x

(2,t+1)
i with ηc = 10.

where xl
i and xu

i are the lower and upper bounds for that variable. After that, we sample ui

for the uniform distribution explained before between 0 and 1, and we compute the values

β
(1,t)
qi and β

(2,t)
qi as:

β
(k,t)
qi =


(uiα)

1
ηc+1 , if ui ≤ 1/α

1
(2− uiα)

1
ηc+1

, otherwise
(4.9)

where α = 2−
(
β

(k,t)
i

)−(ηc+1)
and k ∈ {1, 2}. In our implementation, we choose ηc = 15 fixed

to generate offspfing variable solutions close to their parents, as they are meant to have

successful chromosomes. Finally, the offspring solutions x
(1,t+1)
i and x

(2,t+1)
i are computed

(see equation 4.10).

x
(k,t+1)
i = 0.5 ∗

(
x

(1,t)
i + x

(2,t)
i + β

(k,t)
i ∗

(
x

(1,t)
i + x

(2,t)
i

))
(4.10)

Soon, we sample bi from a uniform distribution, then if bi > 0.5 we swap values from

x
(1,t+1)
i and x

(2,t+1)
i . So, we have a 50% probability of being from the first or second parent.

Finally, there is a repair operation in case x
(k,t+1)
i were out of boundaries.

x
(k,t+1)
i = xl

i , if x
(k,t+1)
i < xl

i (4.11)

x
(k,t+1)
i = xu

i , if x
(k,t+1)
i > xu

i (4.12)

29



4.2.4 Mutation

In this case, we use a polynomial mutation analyzed in [57], with an index parameter η = 20

to perturb a solution in a parent’s vicinity. This operator behaves very similarly to crossover

as both of them have a polynomial distribution function. The polynomial mutation is for

real variables, however, for integer values we applied the mutation with a rounding repair.

As in [57], we set the mutation parameters as follows. Operator probability is set pc = 0.9

so that 90% of the current population is likely to mutate. Mutation probability for each

variable is pm = 1/n, where n is the number of variables of the genetic algorithm. Thus,

on average, one variable gets mutated per mutating individual. With our approach, the

probability density function for a mutating variable with ηc = 20 is shown in Figure 4.4.

0.0 0.2 0.4 0.6 0.8 1.00.0

2.5

5.0

7.5

10.0

Figure 4.4: Polynomial mutation with ηc = 20.

Next, the computation of the polynomial mutation we use is explained. First, we sample

a value bp from a uniform distribution between 0 and 1 per individual such that if bp < pc,

the correspondent individual is considered for mutation. In the same way, we sample a

value bm for each variable in mutating individuals so that if bm < pm, the correspondent

variable in that individual mutates. Now, lets consider δ1i and δ2i to be as follows:

δ1i = xi − xl
i

xu
i − xl

i

, δ2i = xu
i − xi

xu
i − xl

i

(4.13)

Then, a variable ui is also sampled in uniform distribution between 0 and 1 for i-th variable

that is mutating. So, we compute the parameters δq1i and δq2i as in equations 4.14 and
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4.15.

δq1i =
[
2ui + (1− 2ui)(1− δ1i)ηc+1

] 1
ηc+1 − 1 (4.14)

δq2i = 1−
[
2(1− ui) + 2(ui − 0.5)(1− δ2i)ηc+1

] 1
ηc+1 (4.15)

So, the mutation rule for the i-th variable is in equation 4.16. Finally, there is a repair

operation if xi were outside boundaries just like in the crossover operation at equations

4.11 and 4.12.

Pm(xi) =


xi + δq1i(xu − xl) , if ui ≤ 0.5

xi + δq2i(xu − xl) , otherwise
(4.16)

4.2.5 Fitness function

The fitness function for the genetic algorithm will be based on the Tanimoto similarity

introduced in section 4.1.3. This metric is applied to a test set that the model has not

seen during training. Additionally, we use the k-fold cross-validation technique, where the

dataset X is randomly shuffled and split into mutually exclusive subsets X1, X2, ..., Xk of

approximately the same size [58]. Then, the training is carried out k times such that at

time t the training set is X\Xt and the test set on Xt. Next, the model cross-validation

accuracy (Acccv) is estimated as the mean accuracy of all k-folds. This approach gives the

model parameters more reliability as the resulting accuracy is the average evaluation of

every single fold on the dataset. In our implementation, we set k = 5, and we can see how

the 5-fold cross-validation looks like in Figure 4.5.

Fold 1

Fold 2

Fold 5

Test 1 Train 1

. .
 .

Figure 4.5: 5-Fold cross validation.
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Finally, as the software used for genetic algorithms is specifically for minimization, we

need to transform our fitness value Acccv into 1− Acccv to maximize Acccv.

4.3 Experimental setup

4.3.1 Hardware and Software

As hyperparameter tuning requires high computational capabilities, the research was car-

ried out in an HPC cluster provided by CEDIA where the hardware we used envelops

AMD EPYC 7742 64-Core Processor (2.25 GHz), 128GB RAM, with 4 NVIDIA A100

SXM4 40GB GPUs. Additionally, the implementation was done in Python 3 and, we use

Tensorflow [59] as the main deep learning framework. Therefore, the framework used for

genetic algorithms is Pymoo introduced in [60]. This is a powerful tool that provides the

use of several multi-objective and single-objective genetic algorithms and customizes them

to the user’s needs. Last but not least, frameworks used for parallelization are Dask [61]

and Dask-cuda which are compatible with Tensorflow and Pymoo. With these frameworks

together, the evaluation function can be distributed into a couple of workers, where each

GPU is a worker itself. In this way, the evaluation function for each individual in the

population can be performed 4 at a time, paralleling the training over available GPUs.

4.3.2 Hyperparameter Tuning

In the genetic configuration for hyperparameter tuning, we considered 8 experiments. We

used population sizes of 25 and 50, and we ran 500 fitness evaluations for each configuration.

Thus, there will be 20 and 10 generations as the termination rule for the population size of

25 and 50 respectively. With both configurations, we try to figure out which is the best in

our case because there is a trade-off between population size and the number of generations

in genetic algorithm optimization. On one hand, large population sizes give the algorithm

more diversity of solutions, so the algorithm is more likely to avoid local minima. On the

other hand, small numbers of generations sometimes are not enough for the algorithm to

converge.

Each pair of configurations uses a different optimizer which are RMSProp, Adam,

Nadam, and AMSGrad (see section 2.1) to figure out which of them performs better for
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this specific model and dataset. The configuration for each experiment can be seen in Table

4.1. Additionally, the hyperparameters taken into account for optimization are learning

rate, dropout, and batch size whose upper and lower bounds are shown in Table 4.2.

Thus, we have a mixed variable problem with 1 integer and 2 real variables. Learning

rate and dropout are real-valued variables while batch size is an integer value which in our

implementation is transformed into 2x, similar as in [42].

Id Population size Generations Optimizer
1 25 20 RMSProp
2 50 10 RMSProp
3 25 20 Adam
4 50 10 Adam
5 25 20 Nadam
6 50 10 Nadam
7 25 20 AMSGrad
8 50 10 AMSGrad

Table 4.1: Experiment configurations.

Parameter xl xu

Learning rate 10−4 10−2

Dropout 0 1
Batch size (2x) 1 3

Table 4.2: Parameters’ lower and
upper bounds.

The configuration for each optimizer algorithm was their default recommended by Ten-

sorflow [59]. Additionally, boundaries for the learning rate hyperparameter were based to

be around their recommended value, that is 10−3. In the case of batch size, the bound-

aries were based on the configuration used in [1], which is equal to 22. It is important to

mention that batch size values are too short for this model because of the memory usage

that medical images require.
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Chapter 5

Results and Discussion

In this section, we will show the performance of different genetic configurations, and we

will provide the best hyperparameter configuration found for the DC-UNet model. Ad-

ditionally, we will show which is the optimal optimizer for this specific task. Our results

will demonstrate the power of genetic algorithms for the hyperparameter tuning of a deep

learning model. Then, we present time and memory consumption for the genetic optimiza-

tion, and we show some segmentations for the best configuration to see how well this model

behaves. We analyzed our results dividing them into two groups of genetic configurations:

a population size of 25 with 20 generations, and a population size of 50 with 10 generations.

5.1 Population size of 25 with 20 generations

In these configurations, the Adam optimizer had the best optimal solution. After 20

generations, the best Adam individual reached 80.80% accuracy while the average accuracy

for the last generation was 80.29%. Nadam also had a really good performance, with

maximum accuracy very close to Adam as its best result reached 80.73%. In the last

generation’s average accuracy, Nadam got 80.32% which is superior to Adam. Relatively

far from being the best, AMSGrad got its best individual with 80.11% accuracy and an

average accuracy at the last generation of 78.81%. Further, RMSProp had the worst

performance with 79.59% and 79.00% maximum and average accuracies respectively.

In Figure 5.1, we can see the fitness values of the fittest individuals after a certain

number of generations. The maximum values of optimizers at first generation are 77.47%

77.52%, 79.16%, and 79.32% for AMSGrad, RMSProp, Adam, and Nadam respectively. In
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the case of AMSGrad, the improvement of the maximum value generation by generation

is the largest in comparison with the others. This could be because populations do not

lose diversity too quickly in this configuration. In the same way, Adam has better growth

in comparison with Nadam as it starts with a smaller value and finishes with the fittest

individual over this configuration.

AMSGrad and Adam seem to converge first because their maximum accuracy stops

growing earlier than the others. Unfortunately, we can not assert they found their global

optimum solution, in fact, all of them probably get stacked in a local minima. This

is because this configuration has only 25 individuals in each generation which may not

be enough to cover all solution space, and adding more generations for them could be

unworthy. We can see the best hyperparameters found for each optimizer regarding this

kind of configuration in Table 5.1, where the batch size of 22 was the optimum value for

all of them.
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Figure 5.1: Accuracy values of fittest individuals per generation for each optimizer config-
uration with a population size of 25.

Additionally, we can see how populations evolve over generations by their average ac-

curacy in Figure 5.2. Despite we saw Adam had the fittest individual over all optimizers,

Nadam has on average better populations at every single generation which means the

configuration for this optimizer may not finish to converge at all. Besides that, AMS-
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Optimizer Batch size (2x) Dropout Learning rate
RMSProp 2 0.5748 7.06× 10−4

Adam 2 0.6050 4.51× 10−4

Nadam 2 0.7051 6.21× 10−4

AMSGrad 2 0.7755 6.97× 10−4

Table 5.1: Optimum hyperparameters for population size of 25.

Grad populations evolve better than RMSProp at each generation, finishing with better

average accuracy even when its initial population has the worst mean accuracy among all

optimizers.
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Figure 5.2: Populations’ average accuracy values per generation for each optimizer config-
uration with a population size of 25.

For all configurations in this section, the initial population was the same, where the

standard deviations for each variable were 0.8158, 0.2814, and 2.80 × 10−3 for batch size,

dropout, and learning rate respectively. Next, can see the standard deviation of each

variable for the last generation in Table 5.2. The standard deviation for each variable

was reduced significantly in comparison with the first generation, which means the genetic

algorithm succeeded in convergence, especially with the learning rate where the standard

deviation was reduced more than 10 times. In batch size, those configurations discarded

batch size of 21, which means this value does not perform well.
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Optimizer Batch size (2x) Dropout Learning rate
RMSProp 0.3666 0.0717 1.81× 10−4

Adam 0 0.0846 2.17× 10−4

Nadam 0.3666 0.1078 1.63× 10−4

AMSGrad 0.4963 0.1083 1.83× 10−4

Table 5.2: Hyperparameters’ standard deviation for population size of 25.

Finally, we can see the mean values for each population at the last generation in Table

5.3. All configurations converged to similar values in every single hyperparameter. In the

case of learning rate, their values are relatively near to the default configuration in Ten-

sorflow which is 10−3. Furthermore, for all optimizers, batch size of 22 seems to have the

best performance as individuals in the last generation tended to this value. The configu-

ration for Adam optimizer completely converged to this value. In the case of dropout, all

configurations converged around 0.65.

Optimizer Batch size (2x) Dropout Learning rate
RMSProp 2.16 0.6266 7.09× 10−4

Adam 2 0.6547 7.22× 10−4

Nadam 2.16 0.6416 7.20× 10−4

AMSGrad 2.44 0.6109 7.65× 10−4

Table 5.3: Hyperparameters’ mean for population size of 25.

5.2 Population size of 50 with 10 generations

Regarding this type of configuration, Nadam reached the best accuracy result in the last

generation. Nadam configuration got 80.89% and 80.01% for maximum and average ac-

curacies respectively. Although Adam’s optimizer beat Nadam in average accuracy with

80.07%, its maximum accuracy was 80.82%, with no significant difference between these

numbers. They are followed by AMSGrad with 80.19% maximum accuracy and 79.60%

average accuracy. RMSProp is last again in both maximum and average accuracy with

79.34% and 78.68% respectively.

The maximum values for each optimizer per generation are shown in Figure 5.3. Nadam

and Adam do not improve so much in comparison with the initial population’s maximum

values which were 80.19% and 80.46% respectively. They may already fall near their
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optimum values since the first generation as the population size in this case is bigger.

AMSGrad and RMSProp had better improvement starting from 79.19% and 78.39%. These

optimum values may not finish converging, as the number of generations is very low here,

and adding some generations to this configuration would improve the results even more.

Additionally, we can see optimum values for each optimizer after 10 generations in Table

5.4. Same as previous configurations, all optimizer’s maximum values have batch size

equals 22, which means this is a good default value and is preferred over 21 and 23. Also,

there are no similarities in dropout values between them.
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Figure 5.3: Accuracy values of fittest individuals per generation for each optimizer config-
uration with a population size of 50.

Optimizer Batch size (2x) Dropout Learning rate
RMSProp 2 0.2433 9.70× 10−4

Adam 2 0.5735 7.95× 10−4

Nadam 2 0.6377 6.85× 10−4

AMSGrad 2 0.3510 6.14× 10−4

Table 5.4: Optimum hyperparameters for population size of 50.

The average accuracy per generation is shown in Figure 5.4, where we can see similar

behavior in the evolutions in Adam and Nadam populations. RMSProp population poorly

improves their fitness values, being by far the worst optimizer in this kind of configuration.
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Figure 5.4: Populations’ average accuracy values per generation for each optimizer config-
uration with a population size of 50.

The first 50 individuals were the same for all optimizers regarding this configuration.

The initial standard deviations were: 0.7705 for batch size, 0.2752 for dropout, and 2.68×

10−3 for learning rate. After 10 generations, the standard deviation is very similar for

each parameter except RMSProp batch size and dropout. Despite not converging at all

in dropout, RMSProp converged better than others at batch size. Standard deviations for

the last generation are listed in Table 5.5 for every optimizer.

In addition, average values for each optimizer are shown in Table 5.6. Again, all

populations in the last generation converged to similar values at all hyperparameters.

None of them even had one configuration with 21 batch size. AMSGrad population tended

to 23 batch size while the others to 22. Dropout values are around 0.5 while learning rates

are around 7.5× 10−4

Optimizer Batch size (2x) Dropout Learning rate
RMSProp 0.2375 0.2072 1.83× 10−4

Adam 0.4854 0.1253 1.58× 10−4

Nadam 0.4964 0.1339 2.24× 10−4

AMSGrad 0.4271 0.1348 2.24× 10−4

Table 5.5: Hyperparameters’ standard deviation for population size of 50.
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Optimizer Batch size (2x) Dropout Learning rate
RMSProp 2.06 0.4708 7.21× 10−4

Adam 2.38 0.4960 7.16× 10−4

Nadam 2.44 0.5338 8.14× 10−4

AMSGrad 2.76 0.5363 8.44× 10−4

Table 5.6: Hyperparameters’ mean for population size of 50.

5.3 Overall analysis

The computation time of fitness values per generation was high even with a parallelization

with 4 GPUs. This is because every evaluation includes 5-fold cross-validation which

implies training the model 5 times. On average, it took about 7.5 hours for a population

size of 25, and 14 hours for a population size of 50. Initial populations were most time-

consuming because they also included some individuals with a batch size of 21 that need

more computations as they make the model upgrade parameters most frequently during

training. The total RAM used for the genetic algorithms in this research was about 80

GB. This is because Tensorflow does not manage memory very well, and the memory used

to store graphs for each model can not be released completely when collecting garbage

memory. Moreover, medical images require a lot of memory, especially when batch size

becomes larger.

The configurations with a population size of 50 found the best optimum values, with

the only exception of RMSProp. This means more diversity is needed for this specific

problem. In both kinds of configurations, Adam behaves similarly to Nadam, so Nesterov’s

momentum does not make a great difference in this case. Regarding the optimizers we use

in this work, RMSProp is the unique optimizer that is not based on first order moments,

and it had the worst performance. Therefore, combining first and second order moments

may contribute a lot to finding the optimum solution for this specific task. Then, the

property of the non-increasing step size of AMSGrad worsens the results as it is behind

Nadam and Adam in accuracy. So, the variance between loss function and time is far from

being large as it is the kind of scenario where AMSGrad outperforms Adam.

Dropout mean values at the last generation differ from both configuration types. This

means the dropout layers for encoding features may not be enough to influence the model

significantly. It would be better to add more dropout layers inside the model, for instance,
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before each down-sampling and up-sampling operation.

The best hyperparameter configuration reached 80.89% accuracy which is slightly be-

hind the value tested with the same model in [1] which was 80.94%. However, they used

150 epochs in their optimization while in this research only 100 epochs were used, obtain-

ing almost the same performance. A smaller number of epochs is beneficial to reduce the

training time for the model, but sometimes it reduces the accuracy as it is more likely not

to converge. Finally, we can see some examples of the segmented medical images through

the use of semantic segmentation in Figures 5.5, 5.6, and 5.7. Here, the parameters of

the best model were used, with the model performing a great job recognizing even small

regions.

(a) Input image (b) Ground truth segmentation (c) Predicted segmentation

Figure 5.5: Segmentation with DC-UNet model on image 29: (a) Original image, (b)
Ground truth image, (c) Predicted image.

(a) Input image (b) Ground truth segmentation (c) Predicted segmentation

Figure 5.6: Segmentation with DC-UNet model on image 385: (a) Original image, (b)
Ground truth image, (c) Predicted image.
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(a) Input image (b) Ground truth segmentation (c) Predicted segmentation

Figure 5.7: Segmentation with DC-UNet model on image 514: (a) Original image, (b)
Ground truth image, (c) Predicted image.
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Chapter 6

Conclusions

1. Nadam optimizer reached the most optimum value with 80.89% accuracy, batch size

of 22, dropout of 0.6377, and learning rate equals 6.85 × 10−4. In addition, Adam

performed very similarly to Nadam in both configurations showing that Nesterov

momentum slightly improved the model optimization.

2. We found that the combination of first and second order moments is a good option

to optimize the DC-UNet model. That is the case of Adam, Nadam, and AMSGrad

who use this approach. On the contrary, RMSProp was the worst optimizer regarding

this task as it does not use first order moments for weight updates.

3. In most cases, a bigger number of individuals per generation performed better even

with fewer generations because it gives populations greater diversity and scope in the

whole search space. Thus, we recommend at least 50 individuals per generation for

hyperparameter tuning of deep learning models.

4. Although batch size is one of the most influential hyperparameters in deep learning

models, for this specific case we recommend setting its value at 22 unless we have

enough memory to try with higher ones. As in [1], this batch size has shown to be a

good default value most of the time.

5. The optimization of deep learning models in medical image segmentation usually

is a time-consuming task that also uses a lot of memory. So, we suggest the use

of sophisticated hardware for the hyperparameter tuning of this kind of model and

parallelization techniques as well.
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6.1 Future works

Further research can improve the implementation of dropout in the DC-UNet model as we

found dropout layers before Res-Paths were not enough to make significant improvements

on its performance at testing data, so this hyperparameter did not converge to similar values

for different genetic configurations. Additionally, researchers can consider improving the

selection operator by adding a kind of tournament selection (e.g. binary) to help the model

to converge faster. Also, they could evaluate the performance of multi-objective genetic

algorithms for the CVC-ClinicDB dataset by evaluating the model on different metrics at

a time. Furthermore, it would be useful to add more hyperparameters for tuning such as

β1 and β2 for the first and second order moments that may improve the results even more.

Finally, pre-training the DC-UNet model with annotated medical images containing polyps

would be beneficial in optimizing this model for the CVC-ClinicDB dataset, and it would

improve its performance through the use of transfer learning and fine-tuning techniques.
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