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Resumen

La Magnetite (Fe3O4) es un fascinante óxido metálico de transición ferrimagnético (FiM) que muestra
una transición de metal-aislante de primer orden (Verwey) a la temperatura TV ∼ 121 K por debajo
de la cual el cristal cambia su simetría de estructura cúbica Fd3̄m a una simetría ortormbica Pmca.
Estudios recientes sugieren que el inicio de esta transición es un efecto del ordenamiento de carga que
induce la formación de localización de electrones dentro de la red que sufre una distorsión de Jahn-
Teller. El estudio de las superficies de Fe3O4 también es de interés científico, ya que tanto la carga
como los efectos de ordenación orbital pueden estar presentes incluso a temperatura ambiente. Esos
efectos, junto con las propiedades magnéticas de la superficie y la presencia de defectos como el oxígeno
o las vacantes de hierro, podrían desempeñar un papel fundamental en la manipulación atómica de este
material para aplicaciones tecnológicas interesantes como sensores, espintrónica, prensas de resonancia
magnética ultrasensibles y aplicaciones biomédicas. Los cálculos de estructura electrónica utilizando la
teoría de densidad funcional (DFT) brindan una herramienta poderosa para investigar las propiedades de
las superficies de Fe3O4 (100) a nanoescala. Este estudio considerará todas las posibles terminaciones
superficiales del hierro, incluidas las vacantes de oxígeno. Estos cálculos DFT serán capaces de predecir la
estructura y energía de la superficie/interfaz, las propiedades magnéticas, la espectroscopía fotoelectrónica
ultravioleta (UPS) y la microscopía de efecto tunel (STM). Los resultados obtenidos se discutirán a la luz
de los datos experimentales disponibles. Experimentalmente, la síntesis de nanopartículas de magnetita
(MNP) se realizó con el fin de correlacionar los datos experimentales y de simulación. La síntesis de
MNP se llevó a cabo mediante un proceso químico húmedo y se caracterizó por microscopía electrónica de
transmisión (TEM). Finalmente, los datos experimentales se compararon con los datos computacionales
para comprender la orientación de las nanopartículas, la energía de los electrones en la superficie y su
estructura atómica.

Palabras Clave: Teoría Funcional de la Densidad, Transición de Verwey, Material Ferrimagnético,
Coprecipitación Química, Estabilidad de la Superficie.
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Abstract

Fe3O4 is a fascinating ferrimagnetic (FiM) transition metal-oxide that shows first-order metal-insulator
(Verwey) transition at temperature TV ∼ 121 K below which the crystal changes its symmetry from
cubic Fd3̄m to orthorhombic structure Pmca. Recent studies suggest that the onset of this transition is a
charge-ordering effect that induces the formation of electron localization within the lattice that undergoes
a Jahn-Teller distortion. The study of Fe3O4 surfaces is also of scientific interest since both charge and
orbital ordering effects might be present even at room temperature. Those effects together with the surface
magnetic properties and the presence of defects like oxygen or iron vacancies could play a fundamental role
towards the atomic manipulation of this material for interesting technological applications such as sensors,
spintronics, ultrasensitive magnetic-resonance probes and biomedical applications. Electronic structure
calculations using density-functional theory (DFT) provide a powerful tool to investigate the properties of
Fe3O4(100) surfaces at the nanoscale. This study will consider all the possible surface terminations of iron
including oxygen vacancies. These DFT calculations will be capable of predicting the surface/interface
structure and energy, magnetic properties, simulated ultraviolet photoelectron spectroscopy (UPS) and
scanning tunneling microscopy (STM). The obtained results will be discussed in the light of available
experimental data. Experimentally, the synthesis of magnetite nanoparticles (MNPs) was done in order
to correlate experimental and simulation data. The synthesis of MNPs was carried out through a wet
chemical process and characterized by transmission electron microscopy (TEM). Finally, the experimental
data were compared with the computational data to understand the orientation of the nanoparticles, energy
of the electrons in the surface and their atomic structure.

Keywords: Density functional theory, Verwey transition, Ferrimagnetic material, Chemical co-
precipitation, Surface Stability.
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Chapter 1

Introduction

Magnetite (Fe3O4) has been studied for many years since its discovery 2500 years ago by Thales of
Miletus.1 Fe3O4 is part of a group of oxides called transition metal oxides (TMOs). In general terms,
the TMOs have some electronic properties related to external d-electrons.2 Some of them show metallic
character, load density wave, charge ordering, defects of order, superconductivity among others.3 A few
interesting applications of this group of oxides are eco-friendly energy storage, components in catalysis,
gas sensors, resistance random access memory and others.4–7 However, Fe3O4 is a complex material which
our knowledge and motivates a deep study of its structural and electronic properties.

The crystal structure of Fe3O4 has a composition of Fe2+ and Fe3+ cations that are surrounded by
oxygen anions. Fe3O4 below 858 K is a ferrimagnetic (FiM) material that crystallizes in a cubic structure
with Fd3m symmetry. However, Fe3O4 experiences a charge ordering (CO) around 121 K due to the
phenomenon so-called the Verwey transition.8 This transition occurs due to a change in the symmetry of
the crystal lattice and the electrical conductivity. The temperature at which Fe3O4 undergoes this transition
is called the Verwey temperature (TV ).9 Under TV , Fe3O4 suffers a first-order phase transition, where its
electrical conductivity decreases by two orders of magnitude.1 This phenomenon is due to ordering in its
crystalline structure where some cations of Fe are re-ordered to change its symmetry to a monoclinic P2/m

symmetry cell with orthorhombic Pmca pseudosymmetry constraints on the atomic positions.10

The density-functional theory (DFT) is a valuable computational tool in the study ofmany body systems
in atomic, molecular and solid state physics.11 DFT is based on introducing an electronic correlation using
functional electronic density. The concept of functional is explained as a function whose domain is
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represented by a set of functions. This theory uses the Honenberg-Kohn theorem in which it is shown that
the ground state energy and electronic density is determined by a single functional. According to Kohn
and Sham, the electronic energy can be expressed as a sum of several terms which can be represented
as functions of electronic density.12 One of these important terms is the exchange and correlation (XC)
energy. The precision of the DFT calculations is based on the choice of XC functionals and the integrity
of the set of bases, while the efficiency of the same refers to the numerical algorithms used. John Perdew
described a hierarchy of XC functionals where shows that the generalized gradient approximation (GGA)
implies an EXC dependent on the electronic density as well as its local gradient.13

Certain simulation studies in DFT have been carried out to explain properties of Fe3O4 such as Verwey
transitions, segregation, structural properties, stability adsorption and redox behavior among others.14–16

Li et al. shows a detailed study of the structure, stability, and magnetic properties for Fe3O4 (110)
surfaces using DFT calculations. The results obtained from the density of states (DOS) of each type of
surface modeled are compared between them.17 Similarly, Zhu et al. develops a similar study for Fe3O4

(111) surfaces with some variations in their DFT calculations.18 Other investigations deepen the study of
Verwey’s transition and CO. Piekarz et al. uses a group of theoretical models to reproduce the total energy
of the system, magnetic moments and band gap of Fe3O4 with symmetry Fd3̄m and P2/c.19 In general,
DFT calculations have proven to be a great tool for the study of this material.

Experimentally, Fe3O4 has been synthesized in the form of magnetite nanoparticles (MNPs) using
various types of growth methods at the same time they have been characterized using different types
of techniques. Some of these synthesis methods are the high-temperature solution-phase reaction, co-
precipitation, hydrothermal process, and even green synthesis.20–25 The size and morphology of the MNPs
have been determined by transmission electron microscopy (TEM)26 at the same time the atomic structure
is documented through scanning tunneling microscopy (STM) , and the binding energies of electrons in a
surface are determined by ultraviolet photoelectron spectroscopy (UPS).27–29

The study of surfaces through DFT calculations have shown a relationship in the synthesis of MNPs.
A clear example is the research carried out by Andrés et al. In this exhaustive work an understanding of
the formation of Ag nanoparticles based on his superficial energy.30 Using DFT results, it is possible to
predict the type of surface that would be expected to be obtained in the synthesis of MNPs.

This work has been organized according to the following structure. First, chapter 2 presents a brief
review of key concepts in the study of Fe3O4 while chapter 3 shows the computational and experimental
methodologies applied in this work, and chapter 4 presents the results obtained from the last section and
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the discussion of them. Finally, the conclusions and outlook are presented in chapter 5.

1.1 Problem Statement

DFT calculations for Fe3O4 have provide reliable predictions in recent years. However, this novel material
has not been fully understood in terms of its electronic and magical properties. The Verwey transition is
a clear example of the importance of understanding the electronic and magnetic properties of magnetite.
The metallic or insulating character is strongly linked to the morphology and properties previously defined.
At the same time, these properties can directly influence the synthesis of MNPs in order to predict their
morphology, surface stability, energy of bond between Fe and O, among other characteristics of the
material.

1.2 General and Specific Objectives

Study the structural and electronic properties of the different types of Fe3O4(100) surfaces using DFT
calculations.

• Understand the structural and electronic properties of bulk Fe3O4 using DFT calculations.

• Model Fe3O4(100) surfaces with different types of vacancies of reconstructions that includes surface
oxygen vacancies and iron termination.

• Analyze the differences between the electronic and structural properties of the surfaces according to
the types of oxygen vacancies and iron terminations.

• Evaluate surface stability for each Fe3O4(100) surfaces modeling case.

• Generate the UPS spectra STM images of the different types of Fe3O4(100) surfaces.

• Finding a correlation between the experimental results of the synthesis of MNPs, results of previous
research and the simulations using DFT.



Chapter 2

Theoretical Background

2.1 Ferromagnetic Order

Magnetism is a direct consequence of the non-zero spin associated of the electrons. According to Néel,
there are several types of magnetic substances which are diamagnetic, paramagnetic, ferromagnetic and
ferrimagnetic. The paramagnetic (diamagnetic) materials generate an induced magnetic field in the
(opposite) direction of the external magnetic field.31

Figure 2.1: Possible ordered arraignment of electron spines. The spheres represent ordered atoms while
the blue and purple arrows represent the spin direction of the electrons. Schematics of a) ferromagnetic
and b) ferrimagnetic states, and c) antiferromagnetic non-magnetic state.

In Figure 2.1, the ferromagnetic (FM) state is one in which the spins of all the electrons point in
the same direction. The magnetic moment is the average of electron spins per atom. A particular case
is ferrimagnetism. This phenomenon is evident in complex compounds such as some metal oxides. In
ferrimagnetism, the magnetic moments are organized in an antiparallel orientation; however, there is a net
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magnetization due to the difference in magnitude between them. The net magnetization of ferrimagnetic
(FiM) materials is lower than FM materials. The antiferromagnetic (AFM) state indicates that the spins
of the electrons are pointing in the opposite way between atoms.31 However, Néel proposes that an AFM
material could become a paramagnetic material at a certain temperature because the thermal energy is
strong enough to energetically overcome the magnetic order of the material.32

2.2 The Magnetite Crystal

Spinel structures are compounds where divalent and trivalent cations are found surrounded by oxygen
atoms in a cubic sublattice. The general formula of these compounds is AB2O4. An important type of
magnetic materials are the spinel ferrites. These are compounds with the general formula MeFe2O4, where
Me represent a metal element. In these compounds, there are two important crystallographic sites. The
tetrahedral A-sites are surrounded by 4 oxygen atoms while the octahedral B-sites are surrounded by 8
oxygen atoms. The normal spinel is a type of this material in which the Me2+ ions occupy the tetrahedral
sites while the M3+ ions occupy the octahedral sites. In the opposite case, Me2+ and Me3+ ions occupy the
octahedral and tetrahedral sites, respectively. These materials are the inverse spinels. A very interesting
case is the mixed spinel where the two ions appear in the two sites A and B.31

Magnetite (Fe3O4) is an inverse spinel crystal that belongs to a group of substances called transition
metal oxides (TMOs). Fe3O4 plays an important role in the study of magnetism. Fe3O4 was the essential
material to understand the model of ferromagnetism studied by Néel.1 According to Néel, a FiMmaterial is
subject to the interaction between magnetic atoms that are aligned antiparallel. However, these interactions
are not equal; i.e., there is a net magnetization despite the AFM configuration. Three factors explain this
type of phenomena: differences in magnetic atoms, different types of crystallographic sites, and both in
combination.33 For Fe3O4, the FiM order is expressed below the Neel’s temperature TN= 860 K.34

Above T = 121 K, Fe3O4 is a metallic iron oxide formed by a mixture of Fe2+ and Fe 3+ ions.36

In Figure 2.2, Fe3O4 crystallizes as an inverse spinel structure with a spatial group Fd3̄m with a lattice
parameter of 8.396 Å.8 The oxygen anions form a face-centered cubic (fcc) sublattice where the Fe cations
are located in interstitial spaces. The Fe cations are distributed in two configurations within the crystal.
The Fe3+ cations occupy the tetrahedral coordination sites A, FeA, while Fe2+ and Fe3+ cations occupy
the octahedral coordination sites B, FeB, in equal proportion.37 According to Néel’s theory of FiM, the
Fe3+ ions have 5 unpaired electrons, so that it has a magnetic moment of +5 µB; whereas the Fe2+ ions
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Figure 2.2: The crystal structure of Fe3O4 described as a cubic packing with symmetry Fd3m.35 The red
spheres represents the oxygen ion, arranged in a fcc sublattice, while the green (blue) spheres denotes the
iron atoms occupying the tetrahedral (octahedral) site FeA (FeB)

have 4 unpaired electrons, so that it has a magnetic moment of 4 µB. However, the position of the ions
determines the sign of the contributions. The Fe 3+ cation has a sign variation in its magnetic contribution.
Fe3

A contribute -5µB while Fe3
B contribute +5µB to the magnetic moment, whereas the Fe2+ cation always

contributes +4µB. Therefore, according to Neel’s rules, the total magnetic moment of a unit cell of Fe3O4

will be +4µB per formula unit.31

An important property of Fe3O4 is the change in symmetry that it undergoes at 121 K. Under these
conditions, the Verwey transition of spinel structure of high temperature (Fd3̄m)8 suffers a phase transition
where it drops its symmetry to an orthorhombicPmca symmetry10. This structural change in Fe3O4 induces
a significant drop in its conductivity by two orders of magnitude.38 Figure 2.3 shows the experimental
measurements of Fe3O4 conductivity at different temperatures. This observation inspired Verwey to
propose a transition of order-disorder in an ionic model. This model explains that above the Verwey
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Figure 2.3: Verwey Transition for Fe3O4. Around 125 K there is a decrease two orders of magnitude of its
electrical conductivity. Adapted from Ref. 9.

temperature (TV ) the ions Fe3+ and Fe2+ experience a dynamic disorder. Below TV , the ions of Fe3+ and
Fe2+ are ordered, thus the electrons reduce their mobility.1 Nevertheless, this model of charge ordering
(CO) is not sufficiently precise to explain the complete behavior of Fe3O4 with the temperature. One of the
most compelling pieces of evidence for this is found in nuclear magnetic resonance. TheMössbauer probes
for hyperfine iron fields, show more than two intermediate load states are associated with temperatures
below 121 K. This means the idea of a single unique 3d state for transitional oxides is not a viable
description for these systems.16

Considering possible technological applications, Fe3O4 is a material of great interest in the field of
biomedicine and the science of materials.39–41 A clear example is the functionalization of magnetite
nanoparticles (MNPs) for the use in vivo and in vitro applications. MNPs are an interesting alternative for
conventional biolabels.42 According to recent research, Wang et al. have proposed the use of ultrasensitive
magnetic microarrays to identify the binding sites of DNA and certain proteins. The sensor is capable of
detecting the change in the electrical resistance produced by magnetic nanoparticles of a single magnetic
domain.43 Additionally, the creation of magnetic nanocomposites using Fe3O4 is also a broad field of
research.44–47 Sen et al. proposed a novel method for the fabrication of a magnetic mesoporous silica-
Fe3O4 nanocomposite. This nanocomposite functions as a specific magnetic separator because it can bind
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or elude DNA while extracting RNA from bacteria.48 However, Fe3O4 does not only have applications
in biomedicine, but also much research has been conducted with the purpose of exploiting the properties
of Fe3O4. According to Rajput et al., MNPs can be used to absorb chromium and lead in water using
their magnetic properties, high surface area, chemical stability, easy synthesis, and low toxicity.49 All this
research demonstrates the need to fully understand Fe3O4 as one of the most important magnetic materials.

2.3 Density Functional Theory

Density-functional theory (DFT) is a powerful method for studying the electronic structure of many-body
systems such as atoms, molecules, and compounds among others. The importance of this theory lies in its
practical and successful application to quantum mechanics. For this reason, it is necessary to understand
the Schrödinger equation. The nonrelativistic time-independent case presents a simplified form for this
equation, that is, HΨ = EΨ; where, H and Ψ represent the Hamiltonian operator and the wavefunction,
respectively. For a system comprised of N electrons and M nuclei, the Schrödinger equation is− ~2

2m

∑
i

∇2
i +

1
2

∑
i, j

e2∣∣∣ri − rj
∣∣∣ −∑

i,I

e2ZI

|ri − RI|
−
~2

2

∑
I

∇2
I

MI
+

1
2

∑
I,J

e2ZIZJ∣∣∣RI − RJ
∣∣∣
 Ψ = EΨ, (2.1)

where electrons with mass m and charge e are denoted by lower case subscripts and nuclei with mass MI

and charge ZI are denoted by upper case subscripts; in this expression, each term represents: the electronic
kinetic energy, the electron-electron Coulomb interactions, the electron-nuclei Coulomb interactions, the
nuclear kinetic energy, and the nucleus-nucleus Coulomb interactions, respectively. In this case, Ψ is the
many-body electronic wave function which depends on each of the spatial electronic coordinates of each
N electrons as well as on the spatial coordinates of each M nuclei, i.e., Ψ = Ψ (r1, ....., rN ; R1, .....,RN).
Finally, E represents the ground state energy of the many body system.

The Born-Oppenheimer approach postulates that the movement of the nucleus and electrons can be
separated because the electron mass is much smaller than the mass of the nucleus. The electrons respond
instantaneously to the change of position of the nucleus. For this reason the position of the nucleus is a
parameter that is reflected in the potential of the equation of Schrödinger delimiting the wave function of
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the electrons.50 The equation can be rewritten as follows−∑
i

∇2
i

2
+

∑
i

Vn (ri) +
1
2

∑
i, j

1∣∣∣ri − r j
∣∣∣
 Ψ = EΨ, (2.2)

where Vn(r) is the Coulomb potential of the nuclei experienced by the electrons (c f . Eq. 2.1). Considering
the Born-Oppenheimer approximation, the independent electron approximation and the Pauli’s exclution
principle, the wavefunction Ψ can be approximated as an Slater determinant:

Ψ(r1, ..., rN) =
1
√

N!

∣∣∣∣∣∣∣∣∣∣∣
φ1 (r1) · · · φ1 (rN)
...

. . .
...

φN (r1) · · · φN (rN)

∣∣∣∣∣∣∣∣∣∣∣ . (2.3)

Within this approximation, the electron charge density can be expressed as the sum of individual proba-
bilities of finding electrons in an occupied state i:

n(r) =
∑

i

|φi(r)|2. (2.4)

DFT is based on two important theorems proposed by Hohenberg and Kohn51 and the set of equations
by Kohn-Sham (KS)52. The first theorem states that the energy of the ground state of the Schrödinger
equation is a unique functional of the electron density, where a one-to-one mapping is proposed between
the fundamental state wavefunction and the electronic density of the ground state. Therefore the energy E

in the ground state can be expressed as E [n (r)] where n (r) is the electronic density.12 The second theorem
states that the electron density that minimizes the energy of the original functional is the true electronic
density corresponding to the full solution of the Schrödinger equation.53

These theorems reveal that in the ground state the total energy is determined by the electronic density,
that is, the total energy is a functional of the electronic density. The energy can be expressed based on
electronic density, kinetic energy and Coulomb energy as

E =

∫
n (r) Vn (r) dr+ < Ψ|T̂ + Ŵ |Ψ >, (2.5)

where T̂ and Ŵ represent the operators of the kinetic and Coulomb energy, respectively. The functional
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associated with the energy is expressed as

E [n] =

∫
n (r) Vn (r) dr+ < Ψ [n] |T̂ + Ŵ |Ψ [n] >, (2.6)

the first term in the functional depends explicitly on the electronic density. However, the two additional
terms the dependence on electronic density is implicit. In this case, the functional can be expressed in
terms of the electron density n that can be obtained from the single electron wavefunctions as

E [n] = Eknown [n] + EXC [n] . (2.7)

This equation is a didactic way to separate analytically the known terms Eknown and the rest in EXC . The
following contributions formed the term Eknown

Eknown [n] = −
~2

2m

∑
i

∫
ψ∗i∇

2
i ψid3r +

∫
V (r) n (r) d3r +

e2

2

∫ ∫
n (r) n (r′)
|r − r′|

d3rd3r′ + Eion, (2.8)

where electron kinetic energies, the Coulomb interactions between the electrons and the nuclei, the
Coulomb interactions between pairs of electrons, and the Coulomb interactions between pairs of nuclei
are represented in order in the equation. Finally, the term not previously defined (EXC) is termed as
the exchange and correlation (XC) energy. This term includes all the quantum mechanical effects not
considered in the other terms (Eknown).12

The electronic density of the ground state minimizes the total energy E[n] of the system, this is known
as Hohenberg-Kohn variational principle that leads to a set of equations for non-interacting electrons also
known as the Kohn-Sham (KS) equations .53[

−
~2

2m
∇2 + V (r) + VH (r) + VXC (r)

]
ψi (r) = εiψi (r) , (2.9)

where the second term within the brackets refers to the potential of the interaction between an electron and
the set of atomic nuclei.12 The third term is called the Hartree potential and is expressed as

VH (r) = e2
∫

n (r′)
|r − r′|

d3r′, (2.10)

this potential refers to the Coulomb repulsion between the electron of interest and the total electron density
of all the electrons in the many-body systems. VH includes a self-interaction because the electron of interest
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is also part of the total density, and this means the potential contains an unphysical interaction between
the electron and itself.54 The correction of this artifact together with the missing many body effects are
added in the final potential of the KS equation, VXC . This term is defined mathematically as a functional
derivative of the XC energy53

VXC (r) =
δEXC (r)
δn (r)

. (2.11)

Hartree’s potential is needed to solve the KS equations; however, finding the potential would involve
solving the electron density but this implies to know the single-electron wavefunctions and for this we need
to solve the KS equations thus returning an endless cycle. The following self-consistent KS algorithm
solves this problem:

1. Propose an initial electronic density; in other words, a trial density n (r).

2. Solve the KS equations using the trial electron density, thus obtaining single particle wave functions
Ψi (r).

3. Calculate the electron density associated with the wave functions of a single particle in step 2,
nKS (r) =

∑
i ψ
∗
i (r)ψi (r), where N is the number of electrons.

4. Compare both electronic densities. In the case that they are equal, this density can be used to
calculate the total energy. In the case that they are different, the electron density is input to step 2
and start the cycle over again.

However; there is a term that continues to cause problems, and this is the XC functional. Considering,
the uniform electron gas, it is possible to derive an approximate XC functional where the electron density
is constant at all points in space. Despite the simplicity of this approximation, the advantages it provides
are important. Specifically, by assuming the known XC functional of the uniform electron gas is also the
XC functional of an inhomogeneous system

VXC (r) = VXC
electron gas [n (r)] . (2.12)

For this reason, it is called the local density approximation (LDA) since it only uses the local density
to define the approximate XC functional. The next level of approximation uses information about the
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local electronic density and the local gradient in the electronic density, so it is called the generalized
gradient approximation (GGA). Finally, hierarchies of functional can be developed to include more and
more detailed physical information.12

2.3.1 Functionals

TheLDAwas the first successful approximation for theXC functional energy. In this type of approximation,
the homogeneous electron gas gives the XC potential at each point in space.55 The advantages of this
approach are its unique value thanks to the theory of uniform spin densities, and higher precision due to
the use of methods for unpolarized and fully polarized electron gases.56 The fact that the density is not
uniform is the main drawback with the use of LDA. After all, this approach has provided results that are
in good agreement with the experimental results in many materials.55 However, the LDA presents certain
quantitative failures that have been corrected with other types of approximations such as the generalized
gradient approximation (GGA).57

The GGA take into account gradients of charge densities.55 Some advantages of the GGA approach are
improvements in total energies, atomization energies, energy barriers, and structural energy differences.58

The combination of both correlations provides a better description of certain properties such as magnetic
states.59 The differences between these two approximations are

ELS DA
XC

[
n↑, n↓

]
=

∫
nEin f

XC
(
n↑, n↓

)
d3r, (2.13)

EGGA
XC

[
n↑, n↓

]
=

∫
f
(
n↑, n↓,∇n↑,∇n↓

)
d3r, (2.14)

where EXC = Ex + EC is a functional for the electron spin density up n↑ (r) and down n↓ (r) which must be
approximated; Ein f

XC and f are parametrizable analytical functions.58

Standard DFT uses LSDA or spin-polarized (SP)GGA that provides reliable description of many
materials but it falls in describing systems where electrons tend to localize with strong interactions, this
is the case of transitions metal oxides (TMO). It has been reported that DFT studies on TMO predicts
wrongly a metallic ground states instead of the observed insulating state. In the case of Fe3O4, DFT predict
a semi-metallic state for the low symmetry phase in contrast to the insulating state observed experimentally.
Considering the strong correlation problem, DFT can be improved by adapting a Hubbard-U model that
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introduces on-site Coulomb interactions for the strongly correlated electrons with angular momentum l.
Considering the GGA framework the so-called GGA-U method according to Dudarew, the total energy
can be expressed like

EGGA+U = EGGA +
U − J

2

∑
σ


∑

m

nσm,m

 −
∑

m,m′
nσm,m′n

σ
m′,m


 , (2.15)

where U and J are the effective on-site Coulomb and exchange parameters, nσm,m′ that fell the Hubbard-
U interaction and m = l,−l + 1, ..., l − 1, l. Finally, the effective interaction parameter is deduced as
Ue f f = U − J, named from now on in this text simply U.60 This parameter U can be obtained by first-
principles calculations or by fitting to some known experimental property (e.g. the band gap) or higher
level computational result.

2.3.2 Pseudopotentials

Electrons near the nucleus (core electrons) are practically inert in the sense that they do not interact in
chemical bonding. Therefore, the core electrons and the nucleus are replaced by pseudopotentials that
emulate the actual potential, above certain radius, that binds the valence electrons.61 The concept of
pseudopotentials is approached from a linear combination between a smooth wave-function | φv〉 and core
electron orbitals | ψc〉 that represent the all-electron valence orbital | ψv〉 as | ψv〉 =| φv〉 +

∑
c αcv | ψc〉.

The last expression can be rewritten taking into account that | ψv〉 and | ψc〉 are solutions of the Schrödinger
equation with eigenvalues εv and εc, respectively. The next equationĤ +

∑
c

(εv − εc) | ψc〉 〈ψc |

 | φv〉 = εv | φv〉 , (2.16)

shows that φc the lowest-energy solution of a new Hamiltonian keeping the same eigenvalue that ψv.
The advantage of replacing the problem of all the electrons using an effective Ĥ allows to reduce the
computational load thanks to the decrease of the orbitals determined by the equations of KS and avoid the
oscillations caused by the orbitals near the nucleus.62

The projector-augmented wave (PAW) method explain that the full valence electron function Ψ is split
into three parts, so the total electronic energy of the system can also be partitioned appropriately. This
method has two important advantages. The first is the calculation of all the electrons from the beginning in
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which the full-wave function is calculated for each electron and the second is that it requires a very small
number of plane waves to expand the smooth part of the full-wave function of each valence electron.63

2.4 Lattice Periodicity and Plane Waves

Perfect crystals are arrange of atoms organized in a definite pattern defined by a tree dimensional lattice.
Considering the translational symmetry, the knowledge of atomic structure within the unit cell allows to
determine the structure of the whole crystal. Part of the important concepts in crystalline structures is
lattice parameters, periodicity, and supercells. These concepts are essentials in the DFT calculations for
many-body systems. A crystal structure can be defined by vectors a1, a2, and a3. The concept of primitive
cell arises from the need for a cell that contains the minimum amount of atoms needed to define any
system.12

Bloch’s theorem states that solutions to the Schrödinger equation for a periodic system must satisfy the
following property

φk(r) = exp (ik · r) uk (r) , (2.17)

where uk (r) is periodic, then uk (r) = uk (r + n1a1 + n2a2 + n3a3) for integers n1, n2 and n3. Therefore it is
possible to solve the Schrödinger equations for different k in reciprocal space, and then sum over k-points
to obtain the electron density.

Reciprocal lattice vectors are vectors that define the reciprocal space and are shown below.

b1 = 2π
a2 × a3

a1 · (a2 × a3)
, (2.18)

b2 = 2π
a3 × a1

a2 · (a3 × a1)
, (2.19)

b3 = 2π
a1 × a2

a3 · (a1 × a2)
. (2.20)

Notice that long vectors in the real space correspond to short vectors in the reciprocal space and vice
versa.64 It is possible to define a Wigner-Seitz cell in the reciprocal lattice, since this cell has many special
properties, it is given a name: the Brillouin zone (BZ). The most important point within the BZ is the Γ

point which is at k = 0.
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For a periodic system, V(r), VH(r), VXC(r) and φk(r) can be written as a linear combination of plane
waves. In the case of φk(r), uk (r) can be expanded with a special set of plane waves:

uk (r) =
∑

G
CGexp [iG · r] , (2.21)

where the summation is over all vector represented by G = m1b1 + m2b2 + m3b3 with integer values for mi.
The set of vectors G is defined as G · ai = 2πmi for any lattice vector ai. Combining the above equation
with the equation (2.17) obtain

φk (r) =
∑

G
ck+Gexp [i (k + G) r] , (2.22)

these functions are solution of the Schrodinger equation with kinetic energy E = ~2

2m |k + G|2. This
motivates a cutoff energy for the basis

Ecut =
~2

2m
G2

cut. (2.23)

It is important to keep in mind that the energy cutoff should be properly selected and keep the same in
order to compare different calculations in a given system.12 Equation (2.21) is rewritten as

φk (r) =
∑

|G+k|<Gcut

ck+Gexp [i (k + G) r] , (2.24)

The vast majority of crystal calculations involve the integration of periodic functions of a wave vector
in the entire BZ or in specific portions. The Monkhorst and Pack scheme is based on the fact that the
k-points are distributed homogeneously in the BZ, with rows or columns of k-points that go parallel to the
reciprocal network vectors that cover the BZ.65

2.5 Introduction to VASP

The Vienna Ab initio Simulation Package (VASP) is a computer program used for calculation of electronic
structures, molecular dynamics materials at the atomic scale, structural relaxation, linear response to
electric fields, optical properties, and others.66–68 VASP implements DFT to model a many body systems
by solving the KS equations self-consistently.
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The quantity EXC is improved by a semilocal approach by means of the GGA. In equation

EGGA
XC

[
n↑, n↓

]
=

∫
f
(
n↑, n↓,∇n↑,∇n↓

)
d3r, (2.25)

f represents a density gradient expansion for hole XC present around each electron, that is, a deviation from
the probability of finding other electrons in the neighborhood. Now, the VKS described in the equation (6)
will also be a continuous function of ∇n. The exact potentials are replaced by PAW pseudopotentials. The
PAW method is one of the best for dealing with large systems due to its accuracy, computational cost and
simple theoretical background.

The Kohn-Sham method starts rewriting the Schródinger equation by ĤKSψi (r) = εiψi (r), where
ψi (r) and ĤKS represents the KS orbitals and the effective KS hamiltonian with a eigenvalues of εi. In
section 2 found the equation (2.3) for the initial electron density in order to start the calculation of the KS
potential in equation (2.6). By solving the Schrödinger equation, and using the results in the equation, it
is possible to find a new electron density. In the case of the initial and final density are equal, then the
ground state density has been found. Otherwise, a new density must be calculated by minimizing the total
energy. The process must be carried out to achieve a consistent density.

In Section 2.4, an expression for ψi (r) is presented as a sum of plane waves. In order to speed-up the
calculation proposed by KS, the k-points are selected using the Monkhorst-Pack scheme within the BZ.

Once the KS equations have been solved, the cartesian atomic coordinates are fixed at the same time
that the electronic ground state is calculated. This process results in the optimization of atomic orbitals and
electronic density. In this way, the new output density is forwarded for the next iterations of the process
(Pulay mixed). To optimize the atomic structure, is applied a damped second-order equation-of-motion
for the ions employing the forces of Hellmann-Feynman on atoms and stresses on the unit cell.69 The
Hellmann-Feynman theorem infer an expression for the ionic forces and stress tensor of the electronic
fundamental state. The steepest descent mode relaxes the atomic structure while VASP calculate the
electronic ground state. Figure 2.4 shows the protocol that VASP follows for solve the KS equations until
the total energy and the ionic forces converge around a fixed error.

VASP provides the group of magnetic symmetry according to the initial magnetic moments for spin
polarized calculations. This information influences the construction of the reciprocal space necessary for
the integration of the BZ. The total charge and spin densities, forces and tensors of each iteration use the
same information of the initial magnetic moments. Likewise, periodic structures are routinely optimized
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Figure 2.4: Summary of the algorithm used in VASP in order to solve the KS equation.

in VASP using quasi-Newton conjugate gradient schemes.70 It is important to mention the initial files that
are needed to perform the corresponding calculations in VASP.
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• The INCAR file with the simulation parameters e. g. cutoff energy, functional, initial magnetic
moments, and others.

• The POSCAR file that contain the atomic positions and lattice parameters of the atomic structures
to be modeled.

• The POTCAR file contains the potentials associated with each type of atom in the system.

• The KPOINTS file that contains the information regarding for k-points in the BZ.

2.6 Characterization Techniques

Characterization techniques are tools that facilitate the study of different types of materials (e. g. oxides,
carbon-based materials, ceramics, and others), surfaces and nanoparticles.71–73 In this section, we present
three characterization techniques based on irradiating energy on the surface of a sample, electron tunneling,
and microscopy.

2.6.1 Ultraviolet Photoelectron Spectroscopy

Ultraviolet photoelectron spectroscopy (UPS) is a type of photoemission spectroscopy (PES). These types
of techniques describe important information about the ionization energies of atoms and molecules.74 The
ionization energy is

EI = hν − KE − Φ, (2.26)

where hν is the photon energy and EK is the kinetic energy of the electron. In the UPS, a monochrome
ultraviolet light beam ionizes the molecules or atoms. In general, the range of light used is 58.4 nm
equivalent to 21.22 eV. The photons that collide on the surface of the sample create a photoelectric effect
thus releasing electrons to the vacuum.75

The photoemission process is based on themodel of the three steps. In the first process, photoionization
was carried out i.e. the photon is absorbed and the electron is excited. The next process is the diffusion
of the electron through the sample and the probability to reach the surface is related to the inelastic mean
free path. Finally; in the third process, the electron escapes from the surface into the vacuum.76 Another
important factor is the cross-section, which refers to the probability of the photon interacting with an
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electron in an atom of the material studied.77 Equation (2.26) represents the energy necessary to release
the electron by the energy of the photon.

Finally, photoelectron spectroscopies are classified according to their kinetic energy by means of an
energy analyzer, detector, and recorder. The signal obtained is the number of electrons detected at a given
kinetic energy.78 Within this type of characterization technique, there is an important concept called the
inelastic mean free path (IMFP). The simplest and most precise definition of this concept is the average
distance for an electron to travel within a solid before an inelastic collision occurs. This process involves a
loss in energy important for this characterization technique. The IMFP allows one to obtain the emergent
intensity of the electron after the interaction within the solid through the following equation

I = Ioexp
(
−z

λcosθ

)
, (2.27)

where Io is the incident radiation intensity and z/cosθ is the length of the path of an electron with a
transposition angle θ and a depth of z.79 Finally, some investigations and simulations have been carried
out in order to predict the IMFP of different types of materials.80–82

2.6.2 Scanning Tunneling Microscopy

The principle in scanning tunneling microscopy (STM) is the scanning of the surface of interest by a metal
tip. This metal tip is fixed to a piezoelectric device which is free to move in all three dimensions. This
piezoelectric device undergoes variations of voltages producing the scanning of the studied surface based
on the displacement of the metal tip.83

The difference in voltage between the tip and the sample influences the tunnel current flowing between
the tip and the sample. The Fermi level of the sample rises above the tip by applying a negative voltage
(−V) with respect to the tip. In the case of a positive voltage (+V) the Fermi level of the tip rises above the
Fermi level of the sample. Due to this potential difference, the electrons migrate to the empty states of the
tip or sample depending on the voltage applied.84

The elastic tunneling current from the sample to the tip for states with energy ε with respect to EF is

Isample→tip = −2e ·
2π
~
|M|2 (ρs (ε) · f (ε)) (ρt (ε + eV) ·

[
1 − f (ε + eV)

]
), (2.28)

where the factor 2 is associated with the spin, −e is the electronic charge, |M|2 is the tunneling matrix,
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Figure 2.5: Schematic of tip-sample tunneling. The energy is shown along the vertical axis while the
density of states (DOS) of the sample and the tip is shown on the horizontal axes. The states occupied in
the sample and the tip are represented in violet and light blue, respectively. The positive voltage decreases
the Fermi level of the sample with respect to the Fermi level of the tip. The electrons in the occupied states
of the tip are able to tunnel towards the tip producing a measurable current.

f (ε) is the Fermi distribution, (ρs (ε) · f (ε)) represents the filled states of the sample for tunneling from
and (ρt (ε + eV) ·

[
1 − f (ε + eV)

]
) represents the empty states of the tip for tunneling to. This current is

not the only one that is generated at the time of scanning, but there is a smaller current generated from tip
to sample.85 Therefore, the above equation can be written as

I = −
4πe
~

∫ ∞

−εF

|M|2 ρs (ε) ρt (ε + eV)
{
f (ε)

[
1 − f (ε + eV)

]
−

[
1 − f (ε)

]
f (ε + eV)

}
dε. (2.29)

However, this equation can be approximated by taking into consideration the temperature of measurement,
the voltage applied and tip material. In the case of measurements at low temperatures, the Fermi function is
cut off abruptly, which allows the integral to be divided according to the energy ranges shown in Figure 2.5.
For the case of the voltage applied, the ranges of interest of ε that solve the integral are −eV < ε < 0 for
−V and 0 < ε < eV for +V . The material of the tip can be considered as a material with a flat density
of states in such a way that this can be considered as a constant outside the integral. The equation of the
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tunneling current can be expressed as

I ≈ −
4πe
~
|M|2 ρt (0)

∫ eV

0
ρs (ε) dε. (2.30)

The probability of creating a tunnel through a barrier of potential is |M|2 = e−
2s
~

√
2mϕ where m is the

mass of the electron, s is the separation between the tip and the sample, and ϕ is a mixture of the work
functions of the tip and the sample. The higher ϕ produces a greater tunneling current for a given change
in s which leads to a better resolution. Finally, the tunneling current is

I ≈
4πe
~

e−s
√

8mϕ
~2 ρt (0)

∫ eV

0
ρs (ε) dε. (2.31)

2.6.3 Transmission Electron Microscopy

In the transmission electronmicroscopy (TEM), an electron beam of uniform density irradiates the samples.
The electrons are emitted inside the electron gun by thermionic emission or field emission. The main
objectives of the condenser-lens are the variation of the illumination aperture, the area of illumination in
the sample and the distribution of the electron intensity after the sample.86

The electrons interact strongly with the atoms of the sample bymeans of elastic and inelastic dispersion.
Inelastic scattering has a loss of energy, thus providing information about composition, morphology and
crystal structure through the diffraction pattern of the same. In general, samples should have a thickness
of 5 nm to 0.5 µm in order to ensure good dispersion and atomic interaction.87

Figure 2.6 shows the operation scheme of a TEM. The first primordial structure of a TEM is a source of
emission or cathode. The lenses are specialized devices to redirect the transmitted electrons. These lenses
operate electrostatically or magnetically. The apertures are metal plates that filter the desired electrons
according to the type of focus or technique. Finally, a fluorescent screen is responsible for the visualization
and focus of the image.89

One advantage of TEM is the elastic diffraction patterns that can be obtained from the crystals or
materials of interest. A diffraction pattern (DP) is an image formed by the scattered electrons of the
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Figure 2.6: Diagramof the functioning and instruments present in TEM togetherwith certain characteristics
for STEM. Important instruments are electron gun, lens and detectors Adapted from Ref. 88.

sample. This image provides a lot of important crystallographic information. DPs are of many types and
depend to a large extent on the type of equipment, the angle of incidence and other factors. The intensity
of scattered electrons decreases with increasing the angle of incidence of the beam. Finally, the intensity
of scattering depends to a large extent on the type of material under observation.77



Chapter 3

Methodology

The first step towards calculation on the Magnetite system using The Vienna Ab initio Simulation Package
(VASP) is the determination of both the energy cutoff and k-points mesh. The generalized gradient
approximation (GGA) by Perdew-Burke-Ernzerhof revised for solids (PBEsol) was used for the exchange
and correlation (XC)-functional [82]. Spin-polarized (SP)DFT with an energy cutoff of 650 eV and k-
point separation of 0.035 Å−1 (corresponding to a mesh of (6 × 6 × 6) of primitive Magnetite (Fe3O4)
with symmetry Fd3m) converge the total energy to < 1 meV/atom. The nucleus and core electrons were
described by PAW potentials with valence configuration 3p6 3d6 4s2 for Fe and 2s2 2p4 for O. Moreover,
the atoms of the system are fully relaxed until all the forces are < 0.02 eV/Å. In the case of surfaces, a
vacuum of 15 Å was used to separate the slabs along the z-direction.

Table 3.1: Numerical VASP parameters used for cubic Fe3O4.

Parameter Initial Value
Energy cutoff value (plane wave basis set) 650 eV

k-points (reciprocal space) (6 × 6 × 6)
k-points distance (reciprocal space) 0.035 Å−1

Magnetic moments 5 or -5 µB for Fe and 0 µB for O

23
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3.1 Calculations in VASP

In this work, we used a energy cutoff of 650 eV and k-point mesh of (6 × 6 × 6) to converge the total
energy to < 1 meV/fu. (fu. = Fe3O4). Before beginning to study Fe3O4 bulk and the (100) surfaces,
the calculations made in VASP require the determination of both the energy cutoff and k-point mesh
as convergence parameters for the primitive cell with symmetry Fd3m. Figure 3.1 shows the processes
carried out to find the ground state energy and the optimum volume of the primitive cell of Fe3O4.Table 3.1
presents the converge numerical parameters in VASP used in this initial process.

Figure 3.1: Optimization of parameters for calculations in VASP, case of Fe3O4 ferrimagnetic (FiM)-227.

Once we have the data for the primitive cell with symmetry Fd3m, future calculations are divided
into two cases: Fe3O4 symmetry Pmca and Fe3O4(100) surfaces . For the symmetry Pmca, the process
presented in the last image are used for each U correction. For KPOINTS file, the new values of the
k-points are (5 × 5 × 2) with a separation of 0.032 Å−1. Files POSCAR and POTCAR are changed to
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describe properly the new symmetry.

Figure 3.2: Optimization process of Fe3O4 with symmetry Pmca.

The next process is summarized in Figure 3.2 where PBEsol + U is applied only for Fe-3d electrons
with U = 1, 2, 3, 3.5, 4, 4.5 and 5 V. These corrections are specified in each INCAR file for each U

value. The calculated results allow determining the equation of state (EOS) for each U-correction. With
the optimal volumes found it is possible to determine the density of states (DOS) and the band gap (Eg)
for each U-correction and compared with the experimental value of 0.14 eV to find the U correction that
best fits the experiment.8

Figure 3.3 summarizes the processes carried out to find the DOS for the system with symmetry Fd3m

and Pmca. Additionally, the EOS of each system is compared among them to determine the most stable
system.

Next is the study of Fe3O4(100) surfaces. Figure 3.4 shows a scheme of the process carried out for
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Figure 3.3: Optimization process of bulk Fe3O4 with symmetry 227 and 57.

this part of the work. First, it is necessary to adapt the initial VASP files. It is important to mention that
the study of surfaces requires dipole corrections along the z direction (See Anexo INCAR). The surfaces
studied are divided into two types according to the topmost layer of the system. The Section 4.1.3 specifies
the type of surface and its structural differences. Figure 3.2 is again useful for calculating the optimal
structure and DOS for each surface. However, it is necessary to introduce the determination of the partial
density of states (partial density of states (PDOS)). The PDOS shows the electronic contributions of each
type of atom of the system. Likewise, the PDOS calculated for a certain number of layers is useful to
determine the band gap of the surface.

Surface energy was calculated by an approach presented by Reuter et al.90 where values are easy to
obtain by means of density-functional theory (DFT) calculations. In general terms, this energy relates the
total energy of the slab, which depends on its volume, the energy of the bulk, the area of slab, the chemical
potential of O and finally of the amount of Fe and O atoms. With this equation, you can make a graph
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Figure 3.4: Optimization process of Fe3O4(100) surfaces study.

based on the potential of O that shows the surfaces most likely to obtain a certain O potential or O2 gas
pressure.

The next part of the work is ultraviolet photoelectron spectroscopy (UPS) simulations. For UPS
simulations it is necessary to calculate the inelastic mean free path (IMFP) and photoemission cross-
section associated with Fe3O4(100) surfaces . The IMFP is obtained following the model proposed by
Tanuma.82 The variables used for these calculations are the number of electrons per formula unit, band gap
of the system (data provided by the calculations in VASP), type of atoms and stecheometric coefficient as
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well as their density. Once the predictions have been calculated, it is necessary to extrapolate to determine
the value of the IMFP. The next step is to take from the database the cross-section value for each orbital of
the Fe3O4 atoms. The values of the IMFP and the cross-section are used for perform the UPS simulation.

Finally, scanning tunneling microscopy (STM) simulation was carried out by computing the local
density of states (LDOS) from EF to EF + VBIAS. The values of LDOS at constant height are then
compared to the experimental STM.

3.2 Synthesis of Fe3O4 Nanoparticles

Chemical co-precipitation was the technique used for the synthesis of magnetite nanoparticles (MNPs).
Even so, the process used is a variation of several methods of synthesis of MNPs.21,91,92 The reagents
used were salts containing Fe cations (ferrous sulfate heptahydrate), mild oxidant (potassium nitrate), and
a base (sodium hydroxide). In the following equation describing the general reaction that takes place

3FeS O4 · 7H2O + 6NaOH + KNO3 
 FeO · Fe2O3 + KNO2 + 3NaS O4 + 24H2O. (3.1)

The formation of the MNPs followed the following steps. First, potassium nitrate oxidized certain
Fe2+, this oxidation resulted in Fe3+ cations. Secondly, sodium hydroxide caused the formation of iron
(II) hydroxide and iron (III) hydroxide. Finally, the processes of hydrolysis and condensation resulted in
nanoparticles. The nanoparticles were obtained from two different solutions of sodium hydroxide. The
different concentrations of sodium hydroxide were prepared using the amounts described in Table 3.2 in a
250 ml graduated balloon. The concentrations of the solutions had an important influence on the size of
the nanoparticles. The ionic excess is calculated through the following equation

[
Fe2+

]
EXC

= [FeS O4] −
[NaOH]

2
, (3.2)

[
OH−

]
EXC = [NaOH] − 2 [FeS O4] , (3.3)

so it is possible to determine these excesses for each sample as shown in the Table 3.1.93

The sulfate solution was prepared by dissolving 4.1 g of ferrous sulfate in 20 ml of distilled water.
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Table 3.2: Notation, concentration, and quantities of reagents used for the synthesis of MNPs.

Label Concentration (M) Grams of NaOH (g) Grams of KNO3 (g)
[
Fe2+

]
EXC

[
OH−

]
EXC

Fe3O4 − A 0.134 1.4 0.56 0.007 0.02
Fe3O4 − B 0.194 1.9 0.56 - 0.046

The solution of ferrous sulfate and solutions Fe3O4 − A and Fe3O4 − B were mixed and placed in high-
frequency sonication for 30 minutes. The pulses were executed for 0.05 s in intervals of 1 s together with
a continuous flow of helium. Subsequently, the solution was subjected to a thermal bath at approximately
60 ◦C for 90 minutes. After 90 minutes, the nanoparticles were cooled to room temperature, see Table 3.3,
then washed with distilled water 5 times. Finally, they dried by two different methods: stove at 50 ◦C
or placed in a vacuum desiccator. Figure 3.5 shows the instruments used throughout the synthesis of
MNPs.The nanoparticles after sonication were left before the heat treatment at 50 ◦C as shown in the
Table 3.3.

Table 3.3: Rest time after a different process of the synthesis and type of drying.

Label After sonication After thermal bath Drying time Type of drying
Fe3O4 − A 1 h 24 h 72 h Stove
Fe3O4 − B 8 h 5 min 7 h Stove

The samples were characterized using transmission electron microscopy (TEM) and UPS techniques.
The preparation of samples for microscopy is based on the dispersion of the MNPs in 99.99% ethanol in
an ultrasound bath (BRANSON 1510) for 20 minutes, then 5 µL of each sample was placed in a Grid for
Transmission Electron Microscopy (PELCO Grids F / C Cu, 300 MESH). Finally they were introduced in
the TEM, FP 5018/11 - Tecnai G2 Spirit Twin and observed at different magnifications. The diffraction
pattern of each of sample were taken. The crystal size was measured from each micrograph and the average
size was calculated.
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Figure 3.5: Synthesis of the MNPs. a) The solution of ferrous sulfate and sodium hydroxide sonicated for
30 min assisted by a continuous flow of He for the displacement of O b) The MNPs subjected to a thermal
bath at approximately 60◦C c-d) The MNPs dried in oven at 50◦C or vacuum desiccator respectively. e)
MNPs attracted by a strong magnet.
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Results & Discussion

4.1 Computational Results

The results obtained are divided into five important topics. First, the primitive cell of Magnetite (Fe3O4)
with both symmetries Fd3m and Pmca are considered for obtaining the parameters that converge the
total energy to <1 meV/atom and will be used in this work. Second, the results of the U corrections
with change of symmetry Pmca and their comparison with the experimental data are analyzed. Third,
the different cases of Fe3O4, i.e. nonmagnetic and its two types of symmetry, are analyzed by means of
a comparison of its equation of states (EOS) and partial density of states (PDOS). Fourth, the surfaces
deployed in Figure 3.2 are studied as they present their own PDOS and surface stability. Finally, the results
of synthesis of magnetite nanoparticles (MNPs), computed ultraviolet photoelectron spectroscopy (UPS)
and the scanning tunneling microscopy (STM) simulations for each surface are discussed.

4.1.1 Convergence Parameters and U-corrections

Figure 4.1 shows the convergence of the spin-polarized (SP) PBEsol computed total energy per atom versus
de cutoff energy (Ecut) for Fe3O4 with both Fd3̄m and Pmca symmetries. The results show that for Ecut of
650 eV converges the total energy to less than 1 meV/atom for both symmetries. This Ecut of 650 eV will be
used throughout all subsequent calculations. After finding the appropriate Ecut, the next step is to compute
the k-point that converges the total energy to less than 1 meV/atm, the result is displayed in Figure 4.2;

31
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for that result it is concluded that an appropriated k-point separation of 0.032 Å−1, that corresponds to a
k-point mesh of 7 × 7 × 7 (5 × 5 × 2) for the Fe3O4 with symmetry Fd3̄m, space group No. 227 (Pmca,
space group No. 57).

Figure 4.1: Change of the total energy with the energy cutoff for Fe3O4 with (a) Fd3m and (b) Pmca
symmetries. The cutoff energy of 650 eV converges the the total energy of Fe3O4 was less than 1meV/atom.

(a) (b)

Figure 4.2: Change of the total energy with the k-point mesh for Fe3O4 with (a) Fd3m and (b) Pmca
symmetries. The ∆ k = 0.032 Å−1 converges the total energy to < 1 meV/atom.

Using the above mentioned Ecut and k-point mesh that converged the total energy to <1 meV/atom, it
is possible to compute the change of the total energy with the volume of the unit cell of Fe3O4 with Pmca
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symmetry. The outcome of the calculation was then fitted to a third order EOS of Birch-Murnagham

E(V) = E0 +
9V0B0

16


(V0

V

) 2
3
− 1

3

B′0 +

6 − 4
(V0

V

) 2
3

 , (4.1)

where V , E0, V0, B0, and B′0 are the cell volume, ground state energy, optimal volume, bulk modulus, and
bulk modulus pressure derivative, respectively.94,95 By definition, B0 =

[
V ∂2

∂V2 E(V)
]
V→V0

, where E(V)

comes from the EOS.

Figure 4.3: PBEsol computed PDOS for the optimal structure of Fe3O4 Pmca without U-corrections (i.e.,
U=0 eV). The band gap is visualized only in the spin up density of states (DOS). PBEsol predicts the low
temperature Fe3O4 to be metallic. Positive (negative) values of PDOS is for spin up (down). In this figure,
the green, blue and red color corresponds to FeA, FeB and O states, respectively.

In Figure 4.3, the PDOS correspond to the optimal Fe3O4 with symmetry Pmca is shown. The density
of states indicates the number of quantum states per an interval of energy. In this system, there is no
band gap thus PBEsol predicts Fe3O4 below TV with metallic character. However, experimentally it has
been measured that the Fe3O4 with Pmca symmetry has an band gap of 0.14 eV. This results is the reason
why U-corrections are used to improve the density-functional theory (DFT) calculations. The range of
corrections used was from 0 to 5 eV including 3.5 and 4.5 eV. The U-corrections are applied to reproduce
the experimental band gap. Table 4.1 shows some computed physical properties for a given U value. It
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is important to stress that for each value of U we computed the EOS and from the corresponding optimal
volume, the physical properties were calculated.

Figure 4.4 displays the band gap values found for each U-correction. Those values were interpolated
in order to find the value of U=3.85 eV for which the band gap is close to the experimental value. This
value of U unfolds throughout the following calculations. In summary, the optimum volume obtained was
590.96 Å3 and bulk modulus of 182.392 GPa with a band gap ≈ 0.14 eV.

Figure 4.4: Comparison of computational and experimental results for the band gap value Eg of Fe3O4
with symmetry Pmca. The interpolation suggests an Eg of 0.14 eV U = 3.85 eV.8

4.1.2 Stability of Magnetite Phases by the Verwey Transition

In this work we do not intend to explain the mechanism of the Verwey transition, but it is very important to
show that PBEsol+U predicts correctly the stability of the system if it is compared the structure below TV

(symmetry Pmca, No. 57) with the one above TV (symmetry Fd3m, No. 227). In addition it is relevant to
check the stability of the magnetic phases. Figure 4.5a shows that ferrimagnetic (FiM) cubic system with
Fd3m symmetry is energetically more stable than the non-magnetic (NM) system. In the NM case, the
total energy was -45.24 eV/fu. (fu.=formula unit Fe3O4) for an optimum volume of 63.28 Å3/fu. while
for the FiM case the total energy was -50.70 eV/fu. for an optimum volume of 73.24 Å3/fu. These values
demonstrate that for cubic system with Fd3m symmetry the FiM state is -5.46 eV/fu. more stable than the
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Table 4.1: Computed PBESol+UEOS for Fe3O4 with symmetry Pmca for different value of U in eV. In
this table, V0, B0, Eg, mtot are the optimal volume, the bulk modulus and the total magnetic moment per
fu.,respectively.

U(eV) V0 (Å3) B0 (GPa) Eg (eV) mtot (µB/fu.)
0.0 563.789 184.5 0.0 4.0
1.0 572.497 188 0.0 4.0
2.0 580.374 186.2 0.0 4.0
3.0 585.863 186.1 0.0 4.0
3.5 585.863 182.6 0.0 4.0
3.85 590.960 182.4 0.14 4.0
4.0 591.749 180.2 0.22 4.0
4.5 591.749 180.7 0.49 4.0
5.0 591.749 180.7 0.73 4.0

NM state. Experiments at temperatures below TV shown that the most stable configuration for the Fe3O4

is monoclinic with Pmca symmetry.

Table 4.2: PBEsol+U(3.85) computed bulk properties for FiM Fe3O4 with symmetry 57 and 227 and NM
with symmetry 227. Here ∆E is the energy difference with respect to the FiM-57 system.

System a (Å) b (Å) c (Å) α = β = γ (◦) V0 (Å3/fu.) B0 (GPa) ∆E (eV/fu.)
FiM-57 5.968 5.925 16.713 90 73.87 182.4 0.0
FiM-227 5.917 5.917 5.917 60 73.24 188.1 0.26
NM-227 5.636 5.636 5.636 60 63.28 246.0 5.46

Figure 4.5b shows that the FiM system with Pmca symmetry is 0.266 eV/fu., more stable than the FiM
cubic system with Fd3m symmetry. In the monoclinic system with Pmca symmetry, the total energy was
-50.962 eV/fu., for an optimum volume of 73.87 Å3/fu. The system used for the following calculations is
the FiM cubic systemwith Fd3m symmetry (FiM-227) because our experimental studies will be performed
at room temperature. Table 4.2 shows the values of optimal volume, bulk modulus and the difference in
energy between systems.

Figure 4.6 shows the PBEsol + U(3.85) PDOS for the system with symmetry Pmca. The band gap is
evident for both spin channels. However, PDOS for the FiM cubic system with Fd3m symmetry, the band
gap disappears as shown in Figure 4.7. In Figure 4.6, the upper valence band (UVB), located between
-8.5 to 0 eV, the lower part is mainly composed by FeB-3d (FeA-3d) states on the spin up (down) channel;
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(a) (b)

Figure 4.5: Computed PBEsol + U(3.85) EOS for a) NM and FiM Fe3O4 both with symmetry Fd3m;
the FiM is 5.46 eV/fu more stable. b) FiM Fe3O4 with Fd3m (FiM-227) and Pmca symmetry (FiM-57),
FiM-57 is 0.265 eV/fu more stable.

the states below EF is composed by FeB-3d state on the spin up and O-2p dominates in both channels. At
EF we observe the existence of spin down FeB-3d states. The lower conduction band (LCB) is composed
mainly by FeA-3d (FeB-3d) states on the the spin up (down) channel. The electronic structure of FiM
with symmetry Fd3m is displayed in Figure 4.7; it shows some similarities with the FiM Pmca, with the
exception of a FeB-3d sub-band crossed by the Fermi on the spin down channel.

4.1.3 The Magnetite (100) Surface

Figure 4.8a shows the generic slab with
(√

2 ×
√

2
)

R45◦ reconstruction obtained by cleaving the unit cell
of the FiM-227 system, so the obtained slab is 15 layers thick which are repetitions of the following two
main layers: FeA and FeBO, and this slab has 100 atoms. Additionally, all the models include a 15 Å
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Figure 4.6: PBEsol + U(3.85) computed PDOS for FiM system with Pmca symmetry. a) The PDOS shows
a clear band gap approximated to 0.14 eV for the spin down and a ∼ 2 eV band gap for the spin up. b)
Primitive cell of system with symmetry Pmca; in this structure the green, blue and red spheres represent
the FeA, FeB and O atoms sites respectively.

Figure 4.7: PBEsol + U(3.85) computed PDOS for FiM system with Fd3m symmetry. The PDOS shows
a clear band gap only for the spin up, however the band gap for the spin down is zero. b) Primitive cell of
system with symmetry Fd3m; in this structure the green, blue and red spheres represent the FeA, FeB and
O atoms sites respectively.

vacuum region along the z-axis to neglect the interaction between repeated slabs along the z-direction. In
Figure 4.8b, the top view of the slab is instructive to point the surface atomic sites present in the Fe3O4(100)
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surfaces. This slab was modified to create the other cases. From now on the term surface and SFC refers
to the first two layers of the system under observation.

Figure 4.9 presents the different cases of surfaces termination according to the type of Fe or O vacancies
at the surface. It is important to emphasize that these surface are sketched after full atomic relaxation of
the initial systems. The cases studied are divided into two types of surfaces according to the top layers
of the system. The first case represents surfaces with termination of FeB with and without O vacancies;
in this surfaces. All the FeA are removed, so the nomenclature used is SFC − FeB. The variations of this
surfaces refer to the two types of O vacancy surface as displayed in Figure 4.8b and Figure 4.9 b-c and
named FeB+VO1 or FeB+VO2 . In the FeA case, the number of layers is maintained, and the FeA are removed
or maintained. This case has two variations in which it find one or two FeA in the first layer of the surfaces.

(a) (b)

Figure 4.8: Slab model with 15 Å vacuum used to represent the Fe3O4(100) with
(√

2 ×
√

2
)

R45◦ surface
reconstruction. a) The total of number layers are 15 where FeA layer is represented by green plane while
FeBO layer is represented by gray plane. b) Top view of the slab showing the four topmost layers of the
system. The dotted circles represent the surface oxygen sites that are inequivalent according to whether
oxygen binds to one FeA and three FeB (black circle O1) or only three FeB (blue circle O2). Notice that
there is one FeB atom beneath the oxygen sites.
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(a) SFC − FeB (b) SFC − FeB+VO1 (c) SFC − FeB+VO2

(d) SFC − FeA[1] (e) SFC − FeA[2]

Figure 4.9: Different types of Fe3O4(100) surface; in all figures, the black square line delimits the(√
2 ×
√

2
)

R45◦ surface unit cell Fe3O4(100). a-c) Top view of the surfacewherewe notice the termination
in FeBO layer resulting in a slab formed by 13 layers. The type of O vacancy O1, and O2, is present in b)
and c) respectively. d-e) Top view of the surface where we noticed the termination in FeA layer resulting
in a system formed by 15 layers. The surface presents one or two FeA respectively.

The nomenclature used is SFC − FeA[1] for the termination of a single FeA and SFC − FeA[2] for the
termination of two FeA.

Figure 4.10 shows a brief comparison of the PDOS of surfaces studied here. In general terms, the
contributions of states include O-2p, O-2s, Fe-3p, Fe-3d and Fe-4s states. In all the cases, the PDOS is
computed considering the two topmost layers of the system and from this we can estimate the surface
band gap ES FC

g . The PDOS for SFC − FeB has no band gap, in fact a close look at the Fermi Level we
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observe the existence of spin down FeB-3d states (See inset of Fig. 4.9 for SFC-FeB). The UVB, located
between -8.5 to 0 eV, the lower part is mainly composed by FeB-3d (FeA-3d) states on the spin up (down)
channel; the states below EF is dominated by O-2p states in both channels. The LCB is composed mainly
by FeA-3d (FeB-3d) states on the the spin up (down) channel. The PDOS of SFC − FeB+VO1 shows similar
characteristics like in SFC − FeB except that below EF we found a sub band formed by spin down FeB-3d
surface states therefore this system shows a ES FC

g = 0.51 eV (See inset of Fig. 4.9 for SFC-FeB+VO1). The
PDOS of SFC-FeB+VO2 also presents similar composition on the UVB as the SFC − FeB but in this case
the electronic structure of the UVB below EF is formed mainly by spin down FeB-3d surface states; the
ES FC

g observed for this surface is 0.4 eV. The PDOS of SFC − FeA[1] also presents similar composition
on the UVB as the SFC − FeB; the ES FC

g observed for this surface is 0.13 eV. Finally, The PDOS of SFC −
FeA[1] also presents similar composition on the UVB as the SFC − FeB with the difference of EF crosses
a band formed by FeB-3d surface states, this system is metallic.

SFC − FeB is the system with the highest total and surface magnetization. However, in order to
better understand this difference, the case of magnetization in surface is discussed. In both cases, SFC −
FeA[1] and SFC − FeA[2], a decrease in magnetization is observed in comparison with SFC − FeB because
these surfaces have one or two iron cations Fe3+ which contributes negatively to the magnetization of the
surface.31 On the other hand, the magnetization of the SFC − FeB+VO1 and SFC − FeB+VO2 have a small
decrease on the surface magnetization compared to SFC − FeB. This value is explained due to the oxygen
vacancy present in these surfaces. The magnetic moment reported by Kurt et al. shows values of 1.5 µB

for the O which would explain the magnetization of SFC − FeB+VO2 .96

Table 4.3: Results of Fe3O4(100) surfaces. Here the ES FC
g is obtained from the PDOS of the two topmost

layers and mS FC is the SFC magnetic moment of the same layers.

Surface ES FC
g (eV) mtot (µB) mS FC (µB)

SFC − FeB 0.0 72 10
SFC − FeB+VO1 0.51 72 9.7
SFC − FeB+VO2 0.40 68 8.4
SFC − FeA[1] 0.13 68 6
SFC − FeA[2] 0.0 64 1
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Figure 4.10: PBEsol + U(3.85) computed PDOS for Fe3O4(100) surfaces as display in Figure 4.9. In
descending order, the PDOS of the different system are shown for SFC − FeB, SFC − FeB+VO1 , SFC −
FeB+VO2 , SFC − FeA[1], and SFC − FeA[2]. Notice the zooming around EF for cases SFC − FeB and SFC
− FeB+VO1 . In all the cases, the computed PDOS considers only the two topmost layers.
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4.1.4 Surface Free Energy of Magnetite (100)

The surface free energy γ(T, p) is defined as the energy related to the formation of a surface from the bulk.
In addition, the surface energy includes the interaction with the environment like oxygen. The surface free
energy can be simplified considering several factors: i. the surface is in contact with an oxygen atmosphere
that acts like a reservoir; ii. the vibrational surface energy is of the order of 10 meV/Å2;90 and iii. the fact
that there is enough bulk material to act as thermodynamic reservoir thus the chemical potential of Fe and
O are related by the Gibbs free energy of the bulk Fe3O4.90 Based in these considerations, in that case the
surface free energy can be defined as a function of the oxygen chemical potential µO

97:

γ (T, p) ≈
1

2A

[
Eslab (V,NFe,NO) −

NFe

3
Ebulk

Fe3O4
(V) +

(
4
3

NFe − NO

)
µO(T, p)

]
, (4.2)

where Eslab and Ebulk
Fe3O4

represents the DFT-computed energy of the slab and the bulkmaterial, respectively;
NFe (NO) represents the number of Fe (O) atoms within the slab.90 Finally, µO(T, p) represents the O
chemical potential and can be related to pressure p and temperature T . For an oxygen environment, if we
consider an ideal gas reservoir, it can be expressed as: µO(T, p) = µO(T, p◦) + 1

2 ln
(

p
p◦

)
, where µO(T, p◦) is

the chemical potential at standard pressure p◦ = 1 atm; this values can be computed from tabulated tables
from Ref. [D.R. Stull and H. Prophet, JANAF Thermochemical Tables, 2nd ed. U.S. National Bureau of
Standards, Washington, DC, 1971], for a detailed description, e.g. refer to the work by Reuter et al.

Figure 4.11 shows the computed surface energies for models displayed in Figure 4.9 as a function of
if the Fe3O4(100) surface is interacting with a rich O2 environment, then the most likely surface to form
would depend on the oxygen pressure and temperature that is related to the value of µO; in case of a sample
prepared at 1 atm at 50 C it would correspond to µO=-0.3 eV; i.e., the most likely surface is the SFC − FeB.
This prediction remains beyond the ultra-high vacuum (UHV) (≈-2.5 eV) conditions. Within the range
of -2.9 to -2.5 eV for µO there is a combination of competing surfaces that is the appearance of SFC −
FeB+VO2 and SFC − FeA[1]. Finally, below -2.9 eV the more favorable surface is SFC − FeA[2].

4.1.5 Simulation of Ultraviolet Photoelectron Spectroscopy

UPS is related to the occupied density of states of a given sample. The ultraviolet spectral region (UV)
radiation of the incident photons can probe efficiently the top layers of the surface making it valuable
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Figure 4.11: Computed surface free energy γ(T, p) of the Fe3O4(100) surfaces as depicted in Fig. 4.9 and
Table 4.3, here the Ebulk

Fe3O4
= -50.70 eV and the surface area S= 70.02 Å2.

for understanding the atomic composition and surface structure. In first approximation, and neglecting
possible plasmon effects, the UPS spectrum can be approximated by90:

IUPS(E, hν) ∝
∑

i,l

DOSi,l(E)σi,l(hν), (4.3)

where E is the photoelectron binding energy, hν is the incident photon energy, DOSi,l(E) are angular-
momentum l resolved partial density of states of the ith atom of the unit cell, and σi,l(hν) are the angle-
integrated, angular-momentum dependent photoionization cross-section. Moreover, in the case of SP
systems, the DOSi,l(E) is the sum of spin-up and -down contributions.
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(a) (b)

Figure 4.12: a) Photoionization cross-section for Fe-3d, Fe-4s, O-2p and O-2s the X-section corresponding
to Fe 3p are not considered since in the upper valence band there is no contribution of these states; adapted
from Ref. 98. b) Inelastic mean free path for the SFC−FeB system using the model of Tanuma et al..82

Figure 4.12a shows the values determined by Yeh et al. for the photoionization cross-section σi,l for
O-2p, O-2s, Fe-3d and Fe-4s for an incident energy interval from 0 to 140 eV.98 In addition, it is possible
to estimate the number of layers that contribute to the DOSi,l(E) by considering the inelastic mean free
path (IMFP) for the system under study using the model proposed by Tanuma et al.82. Figure 4.12b shows
the IMFP computed for the system SFC−FeB. Notice that the maximum surface sensitivity is observed
when the photon energy is between 40 and 120 eV and the photoelectrons are generated from a depth of
≈5.5 Å. Similar results for the IMFP was observed for the other slabs.

Figure 4.13 shows the UPS simulation at 21.2 eV. The spectrum shows three important peaks which
are located at -7.68, -4.45 and -3.2 eV. The first peak at -7.68 eV receives contributions from the O-2p,
FeB-3d and smaller contribution from the FeA-3d. Inspecting the PDOS (See Fig. 4.10), the states at -7.68
eV are mainly formed from the Fe-3d states and small contribution of O-2p. The last one is magnified in
the UPS (21.2 eV) due to the cross-section value for O-2p at 21.2 eV (See Fig. 4.12a). The second and
third peak receive contributions mainly for the O-2p with a minor contribution from the Fe-3d. The peak
intensity of the O-2p is greater not only because of the cross-section value but because the O-2p has more
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energy states occupied in this energy range (See Fig. 4.10). The rest of the surfaces maintain a similar
relationship in terms of the contribution of states for each peak.

Figure 4.13: Computed UPS for SFC − FeB for hν = 21.1 eV, the gray lines represent the important peaks
in each spectrum.

Figure 4.14 shows the spectra obtained at 40, 60 and 80 eV for each type of surface. Keep in mind
that at this energy, the signal is more surface sensitive. Figure 4.14a shows the UPS simulation where it
is noticeable three important peaks located at -7.73, -4.4 and -3.2 eV. The first peak at -7.73 eV receives
contributions from the electrons Fe-3d and O-2p, but it is the contributions of the Fe that predominate in
the spectrum.

Figure 4.14b shows four important peaks at -7.72, -4.25, -3.32 and -0.75 eV for SFC− FeB + VO1 . The
first peak at -7.72 eV presents contributions of both Fe-3d; however, the contribution of the FeB-3d is more
intense. The second and third peaks shows that Fe-3d contributions are less than O-2p. Once again, the
peak at -0.77 eV results from the increase in the intensity of the contributions of FeB-3d.

Figure 4.14c shows three important peaks at -7.33, -4.3 and -3 eV for SFC− FeB + VO2 . The first peak
at -7.33 presents contributions mainly from both Fe-3d. The second peak located at -4.3 eV has main
O-2p character with a small contribution of Fe-3d. The third peak shows that Fe-3d contributions are less
than O-2p. In this case, a shoulder appears instead of a well-defined peak at -0.25 eV due to Fe-3d if it is
compared with SFC − FeB + VO1 .

Figure 4.15a shows two important peaks at -7.5 and -3.75 eV for SFC−FeA[1]. The first peak at -7.5 eV
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(a) SFC − FeA[1] (b) SFC − FeB+VO1
(c) SFC − FeB+VO2

Figure 4.14: Photoemission spectra at 40, 60 and 80 eV for the following surfaces: a) SFC − FeB b) SFC −
FeB+VO1 , and c) SFC − FeB+VO2 . The gray and purple lines represent the important peaks and shoulder,
respectively, in each spectrum.

shows a greater contribution from part of the FeA-3d and FeB-3d. The peak intensity of FeA is comparable
to FeB due to the last layer of the system (SFC − FeA[1]). The second peak at -3.75 eV results from the
contribution of FeB-3d and O-2p, it is observed one shoulder at -1.52 eV due to the overlap of less intense
peaks of both Fe-3d. A shoulder appears at -0.2 eV as a result of the contribution of FeB-3d.

Finally, Figure 4.15b shows three important peaks at -7.25, -3.5 and -0.425 eV for SFC− FeA[2]. A
shoulder appear at -6.42 eV. The second peak at -3.5 eV shows that Fe-3d contributions are less than O-2p.
The most important feature is the new peak at -0.46 eV due to a greater intensity of the contribution of
FeB-3d.

4.1.6 Simulations of Scanning Tunneling Microscopy

Figure 4.16 shows the simulations carried out with The Vienna Ab initio Simulation Package (VASP) and
visualized with VESTA to generate the constant height local density of states (LDOS) as obtained with
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(a) SFC − FeA[1] (b) SFC − FeA[2]

Figure 4.15: Photoemission spectra at 40, 60 and 80 eV for the following surfaces: a) SFC − FeA[1] and
b) SFC − FeA[2]. The gray and purple lines represent the important peaks and shoulder, respectively, in
each spectrum.

VASP from the slab calculations. The presented images come from the LDOS of the unoccupied states of
the surface in the interval from the Fermi level (EF) to EF+1 eV that is equivalent to a bias voltage (VBIAS)
of +1V in the STM experiment. The images are generated at constant height at 4 Å above the topmost
surface atom since in STM experiments are expected that tip has an approach of 10 Å.

Figure 4.16a shows the constant height STM image for the SFC-FeB for VBIAS=+1 V. In this image, the
highest LDOS are located above the surface FeB atoms, and it is due to the protrusion towards the vacuum
of the FeB-3d orbitals. However, the PDOS shows the contribution of FeA is similar to FeB, but it does
not appear in the simulation. The contribution of the subsurface FeA-3d to the LDOS is minor since the
position is below topmost FeB atoms (See Figure 4.9a and Figure 4.10).

Figure 4.16b shows the simulated STM image for SFC-FeB + VO2 for VBIAS=+1 V. The primary bright
LDOS intensities are located above two surfaces FeB that shares one O vacancy, the spots with lower LDOS
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intensity are located above the FeB sites with no O vacancies, again the origin of this signal is attributed to
FeB-3d.

Figure 4.16c shows the simulated STM image for SFC−FeA[1] for VBIAS=+1 V. The bright spots are
located above the surfaces FeA sites, and the LDOS is due to the protrusion along with the vacuum of the
FeA-eg states. The FeB-3d contribution to LDOS is negligible since they are 0.6 Å below the topmost atom.
Finally, Figure 4.16d shows the simulated STM image for SFC−FeA[2] for VBIAS=+1 V. Similarly to the
previous case, the STM image shows bright spots above the surface FeA atoms and the LDOS character is
mainly Fe-3d eg.
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(a) SFC − FeB (b) SFC − FeB+VO2

(c) SFC − FeA[1] (d) SFC − FeA[2]

Figure 4.16: Constant high STM image simulation for VBIAS = +1 V (unoccupied states). The color scale
shows the LDOSwhere blue (red) represents the lowest (highest) value. The square in black lines represent
the

(√
2 ×
√

2
)

R45◦ reconstructed structure of each surface.
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4.2 Transmission Electron Microscopy

Figure 4.17 shows MNPs from Fe3O4 − A and B and the histogram of particle size for Fe3O4 − B.
Figure 4.17a present cubic monocrystalline configurations with uniform and smooth edges and polyhedric
configurations with irregular edges. These results agree with the investigations carried out by Vereda et al.

who uses a similar method with the difference of the origin of Fe cations.99 According to the image, the
MNPs have agglomerated due to the magnetic and van der Waals forces as well as the lack of a coverage
agent.100 The dot diffraction pattern shows that the MNPs are oriented to the direction [100].

Figure 4.18 shows the histogram of the sample particle sizes after a Gaussian adjustment. The average
size of theMNPswas 41.75± 2 nmwith a standard deviation of 0.47± 0.07 taking as reference themeasured
size of the edge of the particle using the ImageJ program. The size of the MNPs is consistent with the
investigations of Sugimoto et al. and Matijevic et al. which indicate that for an excessive concentration of[
OH−

]
EXC=0.046 M, the size of the MNPs should be around 40 nm.93

On the other hand, the sample with higher [OH] excess showed a smaller particle size but also the
formation of a few goethite particles as shown in Figure 4.17b. The approximate size of these small MNPs
was 10 nm. The agglomeration increases due to the little size of the MNPs and the absence of coverage
agent.100 The size of the MNPs is explained by means of a slower direct growth mechanism, as explained
in the investigations of Vergés et al.101

(a) (b)

Figure 4.17: Transmission electron microscopy (TEM) Images for MNPs. a) Image for sample Fe3O4 −

A b) Image for sample Fe3O4 − B.
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Figure 4.18: Histogram of the size of the Fe3O4 − B.

4.3 Correlation of computational and experimental data

In this section, the experimental data obtained in the laboratory and recent research are compared with the
results obtained in VASP. The comparative results are surface stability, TEM image, UPS spectrum, and
STM image. Figure 4.11 shows that SFC − FeB is the most stable surface for µO >-2.5 eV. This result is
in agreement with previous results by Lodziana et al.102 Moreover, according to Santos-Carballal et al.,
the most energetically likely surface of the Fe3O4 are the surfaces (100) next the surfaces (111) and then
(110).15 The synthesis of the MNPs was carried out without O2 pressure control, but both the results
of Figure 4.11 and those presented by Santos-Carballal et al. and Ladziana et al. agree that the surface
(100) is the most favorable above certain oxygen pressures. Figure 4.17a reveals that he morphology of
MNPs is observed to have defined edges oriented in the crystallographic direction [100], [010] and [001]
(see Fig.4.18). Those surfaces are equivalent to the (100) surfaces studied here. This observation is in
agreement with our simulations since that surface is the most likely surface.

The predictions found in section 4.1.5 show great similarity with recent studies. Parkinson et al.
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(a) UPS spectra for pristine Fe3O4(100) (b) SFC − FeB UPS

Figure 4.19: Comparison between observed and simulated UPS spectra. a)UPS spectrum for pristine
Fe3O4(100) for hν = 29 eV, Adapted from Ref. 103. b) Computed UPS for SCF−FeB at 29 eV.

reported a UPS spectrum for pristine Fe3O4(100) surface. The sample was annealed in 10−6 mbar O2

at 820 K.103 The conditions of sample preparation of the Fe3O4 surface indicate that the sample is SFC
− FeB which agrees with Figure 4.11. Figure 4.19a shows the UPS obtained for Parkinson et al. with
three important peaks at -2.8, -4, and -6 eV and a shoulder located at -0.6 eV. These results agree with
Figure 4.19b corresponding to SFC − FeB with the only difference of the position of the first peak (around
7 eV) which suffers a right shift of 1.69 eV.

Figures 4.20a and Figures 4.20b show two STM images by Subagyo et al.104 and Mariotto et al.105 for
the study of Fe3O4(100). Figure 4.20a shows the STM image of a sample growth in O2 with pressure of
between 7.0 × 10−7 and 1.0 × 10−6 mbar and temperature of 523 K. On the other hand, Figure 4.20b shows
the STM image of a sample growth in O2 with pressure remained below 5.0 × 10−10 mbar and temperature
of 990 ± 50 K. Figure 4.20c, 4.20d shows the simulations for SFC − FeB and SFC − FeB+VO2 . The STM
simulation topology shows a close agreement with the experimental ones as reported by Subagyo et al.

and Mariotto et al.

These results obtained in this section shows the reliability of the DFT calculations made throughout
this work. The surface energy depends primarily on the DFT calculations made for each surface. These
results allowed us to use the equation proposed by Reuter et al. to predict the most stable surface according
to the oxygen potential. At the same time, photoemission spectra simulations depend completely on the
DOS obtained in VASP. Also the type of surface completely influences the obtaining of the spectrum. The
STM simulation depends on the LDOS computed within VASP, the same ones that were carried out once
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(a) (b)

(c) SFC − FeB (d) SFC − FeB+VO2

Figure 4.20: Comparison between STM image simulations and experimental results for Fe3O4(100). a)
experimental STM image obtained for VBIAS = +0.7 V, Adapted from Ref. 104. b) experimental STM for
image obtained for VBIAS = +1.0V, Adapted fromRef. 105. c) and d) computed STM image corresponding
to SFC − FeB and SFC − FeB+VO2 , respectively.

the electronic and structural properties of Fe3O4 surfaces were fully relaxed. Finally, the experimental
results show a great congruence with the computational results which demonstrates the veracity of the DFT
calculations as well as the possibility of predicting results before the synthesis of Fe3O4(100) surfaces.



Chapter 5

Conclusions & Outlook

In this work the study of the electronic properties of Magnetite (Fe3O4) bulk and (100) surface were
carried out using DFT; and implications in the manufacture of magnetic nanoparticles by a chemical
co-precipitation process were analyzed. The electronic properties of bulk Fe3O4 and (100) surface were
computed using spin-polarized (SP)density-functional theory (DFT) as implemented in The Vienna Ab

initio Simulation Package (VASP). The PBEsol functional with Hubbard-U corrections, PBEsol+U, proved
to be appropriate for the study of Fe3O4. The convergence parameters used throughout the work were 650
eV for the cutoff energy and a ∆k separation of 0.032 Å−1 for the k-points. The U correction used was 3.85
eV that reproduces a 0.14 eV band gap as observed for the low temperature Fe3O4 with Pmca symmetry.
The total magnetization for this correction was 4 µB/fu., in turn, the optimal volume and bulk modulus
were 590.96 Å3 and 182.39 GPa , respectively.

The stability of Fe3O4 was studied by comparing the total energy per formula unit of different con-
figurations of the Fe3O4 including the non-magnetic case. The total energy of the non-magnetic (NM)
cubic, ferrimagnetic (FiM) cubic and orthorhombic state were -45.24, -50.7 and -50.96 eV/fu., respectively.
The orthorhombic Pmca symmetry demonstrates greater stability than the cubic Fd3m case. However,
the latter is the room temperature phase, making it appropriate for surface studies. Fe3O4 surfaces were
created by cleaving the unit cell with symmetry Fd3m along the plane orientation (100). The SFC-FeB

and SFC-FeA[2] present a metallic state while the SFC-FeB + VO1 , SFC-FeB + VO2 and SFC-FeA[1] have a
band gap. The magnetization on the surface varies between 1 to 10 µB/su. The SFC-FeB, SFC-FeB + VO1 ,
SFC-FeB + VO2 border the 10 µB/su., while the SFC-FeA[1] and SFC-FeA[2] have values of 6 and 1 µB/su.,
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respectively.

The surface energy for SFC − FeA[1] was found to be independent of the chemical potential because
it is stoichiometric. The SFC − FeB is obtained preferably under rich O2 conditions. The SFC − FeA[2] is
synthesized at low O2 conditions which reinforces the fact of its terminations in FeA. At around µO = −2.6

eV, there are competitive faces to appear: the SFC-FeB, SFC-FeA[1] and SFC-FeB + VO2 .

An important part of this work consists in the proper assignation and identification of the simulated
ultraviolet photoelectron spectroscopy (UPS) spectra and scanning tunneling microscopy (STM) images
with the experimental data. The images provided by Subagyo et al.104 and Mariotto et al.105 show an
important relationship with simulations for SFC − FeB and SFC − FeB+VO2 respectively. The UPS spectra
provided by Parkinson et al. agrees with SFC − FeB.103 The morphology of the magnetite nanoparticles
(MNPs) synthesized by the co-precipitation method agrees with the surface energy predictions, i.e., the
MNPs show a cubic like structure that involves Fe3O4(100) surfaces. However, we presume that the
synthesis of MNPs might also involve the formation of some coated thin layer of some O-rich phase of
iron oxide around the MNPs as well as the presence of Fe3O4 (111) surface on the corner of them. These
new factors are interesting to analyze in a future work using DFT calculations to explore the properties of
MNPS based on Fe3O4.
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Appendix A

Results of DFT calculations

(a) U = 0 eV (b) U = 1 eV

(c) U = 2 eV (d) U = 3 eV

Figure A.1: Adjustment of EOS for each U value in the case of Magnetite (Fe3O4) symmetry Pmca.
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(a) U = 3.5 eV (b) U = 4 eV

(c) U = 4.5 eV (d) U = 5 eV

Figure A.2: Adjustment of EOS for each U value in the case of Fe3O4 symmetry Pmca.
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(a) NM-227 (b) FiM-227

(c) FiM-57

Figure A.3: Adjustment of EOS for different magnetic state for Fe3O4. a) NM symmetry Fd3m b) FiM
symmetry Fd3m c) FiM symmetry Pmca
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(a) (b)

(c) (d)

Figure A.4: PDOS of the orbitals of the Fe in the case FiM-57
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(a) (b)

(c)

Figure A.5: PDOS of the orbitals of the O in the case FiM-57
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(a) (b)

(c) (d)

Figure A.6: PDOS of the orbitals of the Fe in the case FiM-227
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(a) (b)

(c)

Figure A.7: PDOS of the orbitals of the O in the case FiM-227



Appendix B

Initial file for VASP

Table B.1: INCAR sample.

ELECTRONIC RX
ISMEAR -5
SIGMA 0.1
LREAL auto
PREC Accurate
ENCUT 650 eV
ALGO F

FUNCTIONAL
GGA PS

SPIN
ISPIN 2

MAGMOM 2*-5 4*5 8*0
DFT+U

LDAU T
LDAUTYPE 2 -1
LDAUL 2 LDAUU
3.0 0.0
LDAUJ 0.0 0.0

LDAUPRINT 2
LMAXMIX 4
LASPH T
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Table B.2: INCAR sample.

FOR PDOS
LORBIT 11
NEDOS 900
EMIN -25
EMAX 15
RELAXATION
NELMIN 4
MAXMIX 30
IBRION 2
ISIF 4
NSW 50

EDIFFG -0.02
ADDGRID T
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