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                        Resumen 

El electroencefalograma es el método no invasivo utilizado en la actualidad para detectar 

anomalías en el funcionamiento del cerebro. Sin embargo, se requiere un gran conocimiento por parte 

de los médicos encargados de la detención de patologías. Con el fin de facilitar el reconocimiento de 

enfermedades y agilizar los procesos de investigación en torno al cerebro, se propone el siguiente 

proyecto, que consta de dos etapas. En el primero, se buscarán conjuntos de datos de señales 

electroencefalográficas (EEG) en una dimensión (1D) en repositorios de investigación de ciencias 

médicas como PhysioNet, Zenodo and RepOD. Luego utilizará inteligencia artificial para crear una red 

neuronal para conocer el porcentaje de éxito en la detección de patologías a través de señales EEG en 

una dimensión (1D). Una vez obtenidos estos resultados en la segunda etapa, las señales EEG se 

someterán a un procesamiento de señales con herramientas matemáticas y computacionales para 

transformarlas en señales de superficie sEEG en tres dimensiones (3D). Luego, las señales serán 

evaluadas a través de otra red neuronal para determinar el grado de éxito en las detecciones patológicas. 

Finally, a statistical comparison was made between works previously carried out in 1D and 3D 

dimensions. 

 

Palabras clave: Electroencefalograma, redes neuronales, esquizofrenia, epilepsia, imágenes sEEG        

MATLAB-EEGLAB, Python.  
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                        Abstract 

The electroencephalogram (EEG) is the non-invasive method used today to detect abnormalities 

in the brain's functioning. However, a great deal of knowledge is required from the doctors in charge of 

the arrest of pathologies. In order to facilitate the recognition of diseases and streamline research 

processes around the brain, it is proposed the following project, which consists of two stages. In first, 

data sets of electroencephalographic (EEG) in one-dimension(1D) signals will be searched in medical 

science research repositories such as PhysioNet, Zenodo, and, RepOD. It will then use artificial 

intelligence to create a neural network to know the percentage of success in detecting pathologies 

through EEG signals in one dimension (1D). Once these results are obtained in the second stage, the 

EEG signals will be subjected to signal processing with mathematical and computational tools to 

transform them into surface signals sEEG signals in three dimensions (3D). Then, signals will be 

evaluated through another neural network to determine the degree of success in pathological detections. 

Finally, a statistical comparison will be made between the EEG signal (1D) and the EEG surface signals 

(3D). 

 

Keywords: Electroencephalogram, neural networks, schizophrenia, epilepsy, sEEG images,    

MATLAB-EEGLAB, Python. 
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Chapter 1 

Introduction 

1.1. Problem Statement 

According to the WHO, disorders of the nervous system (DNS) are the second leading cause of 

death in the world. That is 9 million deaths per year due to these brain pathologies. Disorders such as 

epilepsy, schizophrenia, migraine, dementia, meningitis, and Parkinson's are the most common. Low- and 

middle-income countries (LMICs) are the most affected. In these countries, treatment gaps exceed 75% in 

most LMICs and 50% in most middle-income countries. As a result of these differences, statistics show 

that around 80% of people with epilepsy and schizophrenia live in LMICs. Even disabilities associated with 

neurological conditions disproportionately affect those most affected: women, people living in poverty and 

rural or remote areas, and other vulnerable populations [1]. 

In Ecuador, brain pathologies are among the first 50 leading causes of death according to the 

Yearbook of vital statistics, births, and deaths, carried out by the National Institute of Statistics and 

Censuses (INEC) in 2014 [2]. Furthermore, indigenous populations, ethnic minorities, and Low-income 

children are at increased risk of disability associated with BP. In fact, in a study of untreated epilepsy in 

Ecuador. The cumulative annual incidence rate was 190 per 100,000, and the prevalence rate of active 
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epilepsy was 7 per 1,000, demonstrating a remission rate of 46%. One possible cause is that anti-seizure 

medications are not readily available [3]. 

The most effective ways to solve this problem or reduce the damage caused by neurological 

disorders worldwide are constant monitoring, early detection, and appropriate medication for each brain 

pathology [4]. 

1.2. Thesis Overview 

This research is structured as follows: chapter 1 collects the problem and the general vision of the 

project approach. Chapter 2 sets out the general and specific objectives of the project. After that, they 

continue with chapter 3, which contains essential information for understanding brain pathologies, their 

monitoring, and detection. In addition, it explains the structure of the data in 1D and 3D. Also, the methods 

to process them as well as neural networks. Then chapter 4 focuses on the methodology, the preprocessing, 

and the processing of signals and images, respectively. In addition, the chapter talks about training artificial 

intelligence models with their different neural networks. Next, chapter 5 focuses on the presentation of the 

results of their training models and the discussion of these results, comparing them with previous work. 

Finally, chapter 6 reflects the conclusions reached based on the objectives and prospects. 
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Chapter 2  

Objectives and Hypothesis 

2.1. Objectives  

2.1.1. General Objective  

Perform two models and prediction of brain pathologies through the analysis of 

electroencephalographic (1D) EEG signals and sEEG (3D) images, using artificial intelligence and machine 

learning through two neural networks. 

2.1.2. Specific Objectives 

▪ To obtain a sufficiently robust dataset of electroencephalographic signals to train the brain 

pathology prediction model and with the optimal characteristics to process it in the Google 

Colab software with the python language program. 

▪ Efficiently transform electroencephalographic signals (1D) into surface 

electroencephalographic images (3D) for subsequent analysis in artificial intelligence models 

without losing information. 

▪ Create a prediction model with a short-term and extended memory recurrent neural network to 

analyze the signals (1D). On the other hand, make prediction models with a convolutional 

neural network (CNN) to analyze the sEEG images (3D). Obtain a data set of 
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electroencephalographic signals and images sufficiently robust to train the brain pathology 

prediction model and the optimal characteristics to process them. 

▪ Perform a comparative analysis between the prediction results of brain pathologies obtained by 

the first model with signal analysis (1D) and the second with sEEG image models. 

▪ Determine the best data type used for the optimal prediction of brain pathologies after having 

processed the data by each model. Also, compare the models of previous work in artificial 

intelligence related to the study of EEG signals and images. 

2.2 Hypothesis 

Brain pathologies can be predicted with high precision through machine learning tools using brain 

EEG signals (1D) and sEEG surface imaging (3D). 
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Chapter 3 

State of the Art  

3.1 Nervus system physiology  

The nervous system is one of the most challenging systems of the body to understand due to it 

being a complex organization. It is the system in charge of receiving and processing all the information that 

comes from outside and inside the body to regulate the responses exerted by the other organs and systems; 

this response can be in collaboration with the endocrine system for the release of different hormones [5]. 

The cells in charge of carrying the information in the system are the neurons; They have a cell body and an 

axon with a synaptic area at its ends [6]. The signal that travels through the neurons is electrical and is 

caused by depolarization of the axonal membrane; this produces an axon potential that passes through an 

area of communication between neurons [7]. Neurons are differentiated by their function and organization 

in routes or networks that can be ascending or descending. In two ways, from the periphery (receptors) to 

the brain area involved in interpreting the type of signal OR from the cerebral cortex to the periphery [8]. 

The CNS comprises the spinal cord and the brain Figure 1. On the other hand, the peripheral 

nervous system comprises all the nerves that branch off from the spinal cord and extend to all parts of the 

body [7]. 
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Figure 1. Diagram of the generalized nervous system and its parts. On the left is the central nervous system with the attributions 

of the sympathetic system, and on the right is the peripheral nervous system with the characteristics of the 

parasympathetic model. Own elaboration based on [9]. 

 

3.1.1 Central nervous system 

The central nervous system has a bidirectional task that allows it to control most of the body's 

functions. Since it makes possible the transmission of signals-body, the CNS can be made up of two main 

parts that are: the cerebral cortex and the subcortical regions that are responsible for controlling vital 

functions such as reflexes, temperature regulation, breathing, heart rate as well as the ability to memorize 

and learn [8, 10]. Each lobe can be identified by the folds of each hemisphere (right and left) separated by 

four grooves. The central one, Rolando's groove, lateral, parieto-occipital, and occipital temporal [11]. The 

individualizations make up the surface, the lobes: frontal, parietal, occipital, temporal, and within the insular 

lobe shown in Table1 
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Table 1. The functional role and position of the different areas of the cerebral cortex 

Cortex zones 
Lobes 

Functions 
Frontal Parietal Temporal Occipital 

Primary or 

projection 

4 1,2,3 41,42 17 Receive chemical 

or physical stimuli 

from the sense 

organs. 

 

Secondary or 

association 

6,8 5,7 21,22 18 Fulfill multimodal 

functions of 

importance 

 

Tertiary or 

integration 

 

9,10,11,45, 46 

 

39,40 

 

21 

 

19 

 

Integration 

functions that 

allow different 

groups of neurons 

to work in concert. 

         Own elaboration based on [12] 

 

3.2 Electroencephalography 

An electroencephalogram (EEG) is a biomedical signal meter that measures the electrical activity 

generated by the firing of neurons within the human brain over time [13]. EEG signals are measured using 

electrodes attached to the scalp, which are sensitive to changes in the postsynaptic potentials of neurons in 

the cerebral cortex. Electrodes are usually placed along the scalp following the 10-20 International System 

of Electrode Placement (Fig 2. a) developed by Dr. Herbert Jasper in the 1950s, allowing for standard 

measurements of various brain parts [14]. The EEG frequency range is classified into oscillatory neural 

patterns: delta (1–3 Hz), theta (4–7 Hz), alpha (7–12 Hz), Mu (8-13), beta (12–30 Hz), and gamma-band 

oscillations (>30 Hz) [15], more details are shown in Table 2. 
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Figure 2. Section a) contains the international standardized system for placing electrodes for recording 10-20 

electron neurological signals. In section b) we can observe the main sections (lobes) in which the brain 

and the corresponding hemispheres are divided. Own elaboration based on [9, 12] 

 

The EEG is one of the easiest and cheapest functional neuroimaging tools [13]. The brain´s 

electrical activities are recorded from the head surface with a high temporal resolution and an appropriate 

spatial resolution, which is influential in brain pathologies diagnosis [16]. Neurological conditions reflected 

in EEG help identify people with mental disorders from healthy controls. This is possible as brain behavior 

differs for both groups, as shown in Figure 2. 
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Table 2.  Characteristics of brain EEG signals. 
Type EEG 

waves 

Frequency 

(Hz) 

Localization 

Zone 
Mental Activity Shape 

Delta 1-3 front area for 

adults, the rear 

area for children 

theta 

 

Slow wave, deep 

sleep-in babies. 

 

Theta 4-7 median frontal 

line 

drowsiness, 

meditation, 

unconscious. 

 

 

Alpha 7-12 right and left 

posterior 

regions 

 

Relaxation and 

concentration. 

 

Mu 8-13 sensorimotor 
cortex 

Well-functioning 
neurons. 

 

 

Beta 12-30 frontal area and 
sensorimotor 
cortex C3, C4 

Vigilance, active 
concentration, 

thinking. 

 

Gamma >30 somatosensory 
cortex 

Somatosensory 
processing, 
short-term 

memory 
matching of 
recognized 

objects, tactile 
sensations. 

 

                       Own elaboration based on [17] 

 

3.3 Schizophrenia  

 A mental disorder can be defined as a health condition that impairs a person's thinking, normal 

acting senses, or behavior and causes distress or difficulty in functioning[18]. The term mental disorder 

indicates a problem with the mind, not only in an abstract sense but also in a biological sense, that causes 
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modifications brain's processes to function correctly. Scientists study the chemical or structural changes 

that occur at the cellular level in the brain when someone has a mental disorder to develop better treatments 

or find a cure [19]. 

Schizophrenia is one of the most important mental disorders leading to disruption in brain growth 

[20, 21]. This disorder seriously damages thoughts, emotional expression, and also individuals' perception 

of reality [22]. The reason for Schizophrenia is not fully understood, though most research has demonstrated 

that the structural and functional abnormalities of the brain play a role in its creation [23]. According to the 

World Health Organization reports, nearly 21 million individuals worldwide suffer from such a brain 

disorder. The average age starting to get affected by this disorder is in youth age, in men at 18 years old 

and women at 25 years old, being more prevalent among males [24]. 

3.4 Epilepsy 

Epilepsy presents with recurrent seizures (epileptic seizures) in patients [25]. These epileptic 

seizures are caused by sudden and abrupt changes in the brain's electrical function that produce 

physiological and motor alterations such as loss of consciousness, sudden movements, and temporary loss 

of breathing and memory; these usually occur in the cortex or outside the edge of the brain. Epilepsy can 

develop for various reasons, including abnormalities in the brain's network of interconnections [26, 27]. In 

addition, the devaluing of nerve signaling chemicals such as neurotransmitters can also change the above 

two reasons. 

Generally, the area of the brain where abnormal electrical impulses occur during a seizure is the 

frontal lobe. Here are the neurons that usually generate impulses. Electrochemical that act on other neurons 

become unbalanced and act on glands and muscles to produce distorted thoughts, movements, feelings, and 
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irrational human actions. While epileptic seizures occur, the neurons' electrical activity increases up to 500 

times (1-100 μV) of ordinary [28, 29], as shown in Fig. 3. Epilepsy can also be inherited due to genetic 

defects. Or also due to metabolic abnormalities, such as low glucose levels. 

 

 

 

 

 

 

 

 

Figure 3. The neuronal synaptic communication cycle and its main parts transmit electrical signals. Calcium 

neurotransmitters are mainly present in synaptic neurotransmission. The curve of the action potential of the 

signal transmitted in voltage concerning time. Own elaboration from [30]. 

 

3.5 Computer Fundamentals   

3.5.1 Neural Networks (NN) 

Neural networks are computing tools that use deep and machine learning (ML)  algorithms for data 

processing; their main task is to learn while automatically modifying themselves to perform complex tasks 
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that programming based on classical algorithms cannot perform [31, 32]. The working principle of the NN 

is to receive input values, then process them in a node called a neuron where the operation is executed, and, 

along with various activation functions, modeling optimally adjusted to a minor output error is performed 

[33]. There are several layers of neurons that form an NN; this depends on the optimization that is required 

[34]. This is how a new value is obtained at the end of the neuronal layers. Finally, this value is adjusted 

with internal statistical and mathematical processes such as gradient descent to have a small (almost zero) 

prediction error  [35, 36].  

3.5.2 Convolutional Models 

Convolutional Neural Networks (CNNs) can fuse feature extraction and classification into one 

process that can be optimized to maximize the classification performance. This also eliminates the need for 

fixed and hand-crafted feature extraction. Conventional deep CNNs (i.e., 2D CNNs) were initially 

introduced to perform object recognition tasks for 2D signals, such as images, for various purposes [37–

44]. In 1D-CNN models, signal time can be considered a spatial dimension, e.g., the height or width of a 

2D image. The following hyper-parameters determine a 1D-CNN:  1) several hidden CNN and FC layers, 

2) filter size, 3) subsampling factor, and 4) the choice of pooling and activation operators. It provides a low 

computational complexity since the only costly operation is a sequence of 1D convolutions that are linear 

weighted sums of two 1D arrays. The higher performance of CNN models in machine vision has led them 

to be used in time series processing, such as medical signals, leading to successful results [45, 46] 
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Chapter 4 

 Methodology  

This project was developed in phases from which important stages were derived. At first, the 

construction of the data set (1D) obtained from different platforms of free use of EEG signal data destined 

for research was carried out. The dataset underwent preprocessing, which will be discussed later. This 

preprocessing is typical in the field of treatment and extraction of features in signals. Subsequently, the 

transformation of signals (1D) to surface images (3D), also called EEG spectrograms, were performed. 

Once the data packages distributed by epilepsy and schizophrenia pathologies were obtained, the 

neural network models were built to compare the data. In this stage, it was necessary to develop specific 

automation and error control processes and optimize data processing and hyperparameter control. Next, the 

results of each neural network and its respective data sets were obtained, and known formulas were applied 

to find the measurement parameters of precision, sensitivity, and sensitivity. Finally, a comparative analysis 

was carried out between similar works carried out previously and the present study. 

4.1 Preprocessing data  

One of the fundamental and most important stages in predicting neuronal diseases is the stage 

before data classification. That is, the preprocessing of EEG data. It is important to preprocess the data as 

it comes out raw from a continuous recording device such as electroencephalographs or brain recording 

devices. However, it is required to extract the characteristics of these signals. Characteristics include Brain 
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oscillations, brain source activations, comparing brain data in different conditions, and valuating reliable 

(different potential) changes in external stimuli. An important tool used in the present work was the 

MATLAB software's EEEGLAB extension, which allowed the preprocessed data corrector. To do this, 

several transformations are carried out in stages, which are detailed in Fig 4. In addition, the following 

sections will detail the most important stages of the preprocessing pipeline. 

 

 

 

 
 
 
 
 
 
 

 
 
 
 

Figure 4. Electroencephalographic data were preprocessing Own timeline elaboration based on [14]. 
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4.1.2 Collect EEG data/datasets  

The data was acquired from open-access platforms for research purposes. The data set is about 

recordings of patients presenting with epileptic and schizophrenic seizures. As well as patients in a normal 

state without pathological events. For each pathology, times, frequency, channels, noise, and specific 

exceptions detailed in the following sections will be obtained. 

4.1.2.1 Schizophrenia  

Regarding schizophrenia data, data from the university was obtained [47], which consists of signals 

from encephalographic records of 14 healthy patients aged between 27-28 years. It also has records of 14 

patients with schizophrenia at the same age as the healthy patients. The sampling of the signals counts for 

15 minutes for each patient with their eyes closed to avoid noise from blinking and distractions. The data 

collection process was carried out with the 10-20 standard at a sampling frequency of 250 Hz. The 

electrodes used are detailed below[47, 48]. 

4.1.2.2 Epilepsy 

This dataset was obtained for epilepsy screening from Children's Hospital Boston (CHB), and the 

Massachusetts Institute of Technology (MIT) created and contributed this database to PhysioNet consisted 

[49]. It is built with the registry of epileptic and healthy cases grouped into 23 cases, collected from 22 

subjects (5 men, from 3 to 22 years of age, and 17 women, from 1.5 to 19 years of age). Each box (chb01, 

chb02, etc.) contains between 9 and 42 continuous .edf files at intervals of approximately 10 seconds with 

a sampling frequency of 248 Hz. Patient data is protected by international regulations [49, 50]. 



 

School of Biological Science and Engineering                                                                                    YACHAY TECH 

 

 

Biomedical Engineer                                                16                                                                          Yachay Tech  

 

 

4.1.3 Import events channel and location  

 With the import of events and the location of the channels, we want to have the main idea of how 

the Figure X data sets are structured. Characteristics include the number of channels, amplitude, capture 

frequency, and abnormal events. Once the scheme of the events has been made, we proceed to work with 

the location of the channels. To do this, EEGLAB has an automatic channel characterization where labels 

are made for the channels associated with the recording samples so that if the channel is not yet available, 

it will be assigned or by default. The closest location is found with polar coordinates for both angles and 

radio. A global representation of 2D and 3D channels can be made in Fig 5. 

 

 

 

 

 

 

 
 
 
 

Figure 5. In the upper part, two signals without preprocessing corresponding to patients S03 schizophrenic and epileptic ch03 

are observed; the recording channels are displayed on the left of each image. The images at the bottom represent the 

same patients but with frequency and time compressed only for better visualization. Own elaboration extracted from 

MATLAB. 
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Once obtained, they can appear in different dimensions. For example, you can optimize the center 

of the head, rotate the main axes along X0 +, select the given channels (autonomous, cardiac respiration), 

and optimize the electrodes' positions. 

 

 
 
 
 
 
 
 
 
 
 
 

Figure 6. On the left, the channels of the schizophrenic patient S03 in 2D, system application 10-20. On the right side, the 

same 3D channel registration using polar coordinates is important for the spatial location of each channel. Own 

elaboration extracted from MATLAB. 

 

4.1.4 Filter data 

When the data has already been imported, the permanence of the channels is located and re-

referenced (re-reference was not necessary for the present work). The filtering continues, and for this first, 

the blank shift of the signal is removed to avoid creating artifacts at the beginning and end of the movement; 

the filter used for this stage was a 0.5 Hz high pass limit filter. That is, anything below the mentioned 

frequency will be removed. This filter is taken because Independent Component Analysis (ICA) is 
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maintained to remove artifacts, and ICA is very sensitive to the lowest frequency shift. It is essential to 

mention that in case there are breathing channels, muscle contractions, or heart contractions, it is better not 

to filter them to keep the information intact. 

 
 
 
 
 
 
 
 

 

 

 

Figure 7. Representation of high-pass filtering where the magnitude is represented in dB and the phase in degrees shows that 

the frequency is expressed in Hz. On the left side 0.5Hz high-pass filter, while on the left, there is a 50Hz low-pass 

filter. 

 

The frequency response, magnitude, and phase shift for the 0.5 Hz high pass filter are shown in 

Fig. 7. On the left side, while on the right side, we have what the response would look like to a low pass 

filter with 50 Filter rate Hz. Phase shift was reduced, and concerns about linearity were avoided because 

the direction in which the filter is applied is bidirectional. Clean line filtering was applied; this plugin works 

by trying to find the sinusoid that corresponds to the line noise and then subtracting that sinusoid; we can 

measure the window (4 seconds) and the frequency in both limits you want to delete. In this case, it was 

between [60;10]. 
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Figure 8.  Comparison of line noise of the same channel C1, without left side filter vs. with right side filter. 

Own elaboration extracted from MATLAB. 

                            
Figure 8 shows the response to the method mentioned above. On the left side, a signal with noise 

exists throughout the path and specific line noise. However, the right side corresponds to the application of 

the clean line filter plus a 0.5 Hz high pass filter. 

4.1.5 Delete unwanted channels  

This section identifies and removes faulty channels from the EEG recording. In the manifestations, 

some channels have a frequency spectrum very far from average or do not present data; it is essential to 

identify this data and mark and eliminate them. In this case, they were: EXG5-ECG6-EXG7-EXG8. 

Although the temporary channels T3.T4.T5.T6 contain frequency noise due to their naturalness, they were 

not eliminated since important information on events could be lost. It is possible to visualize the elimination 

and the result that it implies in the complete signal on a scale from 0 to 1 µV Fig 9. 
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Figure 9.     The spectrum of the signal, 100% of the data, is observed with the test frequency; it 

is helpful to analyze the atypical channels individually. Own elaboration extracted 

from MATLAB. 

 

4.1.6 Independent components analysis applied to EEG time series  

ICA is an independent component analysis in signal preprocessing to separate linearly mixed 

independent sources in several sensors. The principle that ICA has is to recover an original version of the 

recording where the data recorded in different channels are X, and ICA finds the W and U. Which are the 

mixing matrix and the activities of the source, respectively, Form 1. 

  (1)    𝑋 = 𝑊𝑈 

                                                   where, X= data channels x in time, 

       U= ICA source activity 

           W= ICA unmixing matrix 

 

 

Independent analysis features for EEG that can be observed are artifacts, stimulus-triggered 

activity, response-triggered activity, non-phase-locked activity, event-modulated oscillatory activity, 

overlay maps, and spectra. And you can visualize a topography of the course of time-related brain 
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components, such as frontoparietal theta, central theta, and frontal midline theta. On the other hand, the 

occipital Alpha components are also present. In Figure 10, we can visualize the result of ICA, where we 

find components of various types, such as ocular, muscular and cardiac components, if applicable (in this 

case, it does not). This is how channel number 3 is presented, which presents a typical blinking eye 

movement with a curve with a 1/f spectrum and the activity of the component. Additionally, records of 

muscular movements are presented, as in channel 10, with a range with more power than the previous one. 

Channels with wrong signals can also be found where the target of the recording C2 and C13 is not located 

with pressure. 

 

 
 
 
 
 
 
                             
 
 
 
 
 
 
 
 

 

Figure 10. ICA decomposition and its components. On the left side are ocular components, muscular components, cardiac 

components, defective channel components, and brain components. On the right side are the typical spectra in 

terms of the power of each type of component. Own elaboration extracted from EEGLAB-MATLAB. 
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4.2 Transformation of signals (1D) to 3D spectrograms. 

 

 

 

 

 

 

 

 

Figure 11. Process pathway of transformation of 1Da sEEGs. Data visualization, time-frequency analysis, and 

transformation to spectrograms. Own elaboration extracted from EEGLAB-MATLAB. 

 

When we speak of an EEG in spectral form (spectrogram), we speak of an image that represents 

the composition of a signal in several dimensions, in this case, time, frequency, and energy. This way, the 

variation of the signal's frequency spectrum and the energy can be represented as a function of time. Thus, 

we can say that time is represented on the x-axis as the sequence of Fourier transforms, on the y-axis the 

frequency in Hz and determined as ½ of the spectrum, and finally, the representation of energy in dB as the 

modulus of the amplitude of the Fourier transform, where dark colors represent the highest energy and 

lighter tones the lowest energy. To carry out this transformation, two tools were obtained: MATLAB with 
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its EEGLAB interface and its frequency, energy, and time graph to record and corroborate the expected 

energy levels in each surface image.  

On the other hand, the block transformation of the set of signals to images was automated with 

Python algorithms. Figure 11 details the transformation process where the preprocessed data is first 

illustrated with the different filters, channel elimination, and ICA in formats .svc and .edf (2d). Second, a 

review of the time-frequency components of the data was carried out to assess the viability of the data to 

be used in subsequent stages, for which MATLAB-EEGLAB graphing tools were obtained. Thirdly, a 

transformation of signals to surface images was carried out through Python algorithms with libraries for 

classic data plots and matrix products such as Matplotlib, pyedflib, and NumPy. 

In addition, the function "spect gram (a [:25], Fs=125, noverlap=1" defines associated parameters. 

Finally, a data set was made with all the final spectrograms obtained from this process. This was done for 

data without pathology of epilepsy and schizophrenia and for pathological data with events of both 

pathologies. 

4.3 Data classification 

Once the data was obtained and its respective transformation, they were classified as shown in 

Table 3. Where it is separated by pathology, then by the type of data, taking into account characteristics 

such as capture frequency, time of duration, number, and several patients. For data classification, it is 

necessary to separate each pathology into training and validation sets. Thus, it was distributed with a 

percentage of 80% training and 20% validation for the total data. In addition, 20 data units were separated 

for each neuronal disorder to observe the result when never-before-seen data was entered. 
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In the set of spectrograms, manual filtering was carried out, where 96 data were manually eliminated since 

the results of the pixels were too far from ordinary. In addition, the classified data is deleted randomly and 

taken into account that they comply with an equitable distribution to avoid overfitting the neural network. 

Table 3.  Detail of the 1D and 3D databases 

Pathology Data Type 
Recording 

type 

Sampling 

frequency (Hz) 
Times 

No. of 

patients 
Reference 

 

E
p
il

ep
sy

 

 

Sings 1D 

SCALP EEG 

 
256 

 

844 

 

22 
PhysioNet 

CHB-MIT 

 

SCALP EEG 

 

256 74 min 
79 

Neonatal 
Zenodo 

Images 3D 
Spectrogram 

sEEG 
256 

5-second 

intervals. 

2800 images 

22 and 79 

Neonatal 

 

Made with 

Python, 

MATLAB 

S
ch

iz
o
p
h
re

n
ia

 

Sings 1D 
SCALP EEG 

 

250 

 
250 

14 with 

SZD and 

14 healthy 

RepOD 

IBIB PAN 

 

Images 3D 
Spectrogram 

sEEG 
250 

5-second 

intervals. 

3000 images 

14 with 

SZD and 

14 healthy 

Made with 

Python, 

MATLAB 

Own elaboration 

 

 

 

 

 

https://repod.icm.edu.pl/dataverse/ibib-pan-department-of-methods-of-brain-imaging-and-functional-research-of-nervous-system
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4.4 Construction of neural network models 

4.4.1 1D-CNN Model  

 

 

 

 

 

 

 

 

 

 

Figure 12. The first classification model consists of several layers with sub-blocks, each with Conv, activation function, max 

pooling, and Drop out. The number of input and output parameters and dimensions in each layer is detailed. Own 

elaboration. 

 

The architecture of the 1D-CNN model for time-space contains regulators in each layer to optimize 

the process Fig 12. First, a 1-D convolutional layer with input from the temporal-spatial layer is added to 

produce an output tensor. Then, in the same block, batch normalization is applied to keep the means close 
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to zero and the standard deviation close to 1. Next, a LeakyReLU is added to have a small gradient when 

the unit is inactive. Finally, a Maxpoolling layer is implemented to reduce the representation sample 

considering the maximum window value.  

For the second layer, the first layer model is replicated but with the difference that it is implemented 

an (average-polling) to reduce the representation sample by calculating the average of the characteristics. 

At this stage, a (Dropout = 0.5) is also implemented. To eliminate (Overfitting). In this way, half of the 

neurons in training are left, resting randomly to speed up the learning process.  

In the following layers, the model of the second layer is replicated up to layer 5 of convolution, 

maintaining the Average Poling and Dropout until the penultimate layer obtains a good enough trainability 

so that they can recognize data with schizophrenia.  In layer 5, Global Polling is also implemented, which 

has the same principle as Average Pooling, except that the pool size is the size of the entire block input. 

That is, compute an average value for each value in the second dimension of the input channels. Finally, 

there is an output layer Fully connected layer (FC) to interconnect everything that refers to the weights of 

the previous output, and since we are doing a binary differentiation, we have a sigmoid activation function. 

4.4.2 3D-CNN Model  

The architecture for the 3D model is adjusted to the net image parameters since only the 

pathological and non-pathological spectrograms of both diseases were considered. In the first place, there 

is the first convolution layer, where important patterns for recognition, such as textures, colors, and shapes, 

will be selected. Mathematically this translates to filtering kernels of the same size by toning the figure with 

functions that model the figures of each pixel. 
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Figure 13.  The architecture of the 3D prediction model is based on image classification models. Own elaboration. 

 

The normalization batch accompanies the convolution block. This classification method performs 

a discretization process of the input images, but at the matrix level according to the vector arrangement of 

its pixels. This reduces the computational work since it reduces the size of the input matrices and, therefore, 

the number of parameters that the convolution layer will learn. The convolution and max pooling process 

is repeated in layers 5 through 9. 

After the convolution, layer 9 with its respective maximum pooling. The Flatten layer will flatten 

the output of the previous layers by creating only one dimension from the multidimensional data without 
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affecting the actual size of the data batch.  Finally, the output layer is found, and a dense layer contains the 

optimal parameters and dimensions shown in Figure 13. 

4.4.3 Cross Validation 

The model used the cross-validation method, which implies dividing each data (signal) into kn parts 

of the same dimensions. The objective is to train as many models as parts have been divided [51]. 

  

(2)           𝐶𝑉(𝑘) = ∑   𝑀𝑆𝐸𝑘  
𝑛𝑘

𝑛
        

𝑘

𝑘=1

 

𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 𝑖𝑛 𝑡𝑜𝑡𝑎𝑙 

𝑛𝑘 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 𝑖𝑛 𝑝𝑎𝑟𝑡 𝑘 

 

 

 

 

 

 

Figure 14.   Cross-validation diagram, equal segments [51].  
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4.4.4 L2-Regularization 

A fundamental part that contributed to the excellent training and prediction of the model was the 

regularization methods that were applied, such as the L2 regularization method that improves the prediction 

errors by reducing the size of the regression coefficients, restricting them to those with the largest size to 

avoid overfitting [52]. The regularization function L2 contains a term that represents a bound that will not 

allow the convergence of the estimate until the coefficients are insignificant. It was implemented as an 

additional term in the loss function [53].  

(2)             𝑙 = (𝐶𝐸(�̂�, 𝑦) + ∝
1

2
 ||𝑊|| 

𝑙 =  𝑙𝑜𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

𝑊 =  𝑤𝑒𝑖𝑔ℎ𝑡𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑛𝑒𝑡𝑤𝑜𝑟𝑘  

∝   =   𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 𝑖𝑛 𝑝𝑎𝑟𝑡 𝑘   
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Chapter 5 

 Results   

 

5.1 Signal preprocessing 

The results of the processing and transformation of signals to surface images are shown in Figure 

15, where raw pathological and non-pathological signals are found. That is, without processing of any kind. 

In the second block is the filtration and analysis of independent components of preprocessing are addressed 

in section 3. Third, we have the final noise filtering range compared to the initial noise of the signal. Finally, 

the respective spectrogram transformation for each image is shown. 

 

 Raw signal Preprocessed signal Filtration spectrum Spectrogram 
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Figure 15. Preprocessing result. Data with noise and interference, data with the noise removal process, approximation of the 

amount of noise removed, final image spectrogram, and transformation of dimensions in data. Own elaboration. 

 

5.2 Neural network models 

5.21 Plots of Learning 

The graphs shown in image x are the results of the 1D, and 3D neural network models, which were 

evaluated with respect to two important metrics that are the validation of learned data and the loss (error) 

of learned data. The certainty values resemble optimal prediction models. In addition, the characteristics 

and hyperparameters of each model are varied to optimize the predictions and reduce the error value. 
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Figure 16. 1D neural model learning graphs. In the upper part, the validation by 

learning is shown, as well as the loss of function due to Schizophrenia with 
signs. At the bottom are the learning and loss function graphs for epilepsy 

with signs. Own elaboration extracted from GOOGLE-COLAB 

 

 

 

 

 

 

Figure 17. 3D neural model learning graphs. In the upper part, the validation by 

learning is shown, as well as the loss of function due to Schizophrenia with 

sEEGs. At the bottom are the learning and loss function graphs for epilepsy 

with sEEGs. Own elaboration extracted from GOOGLE-COLAB 
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5.2.2 Evaluation metrics 

Neural network models for both 1D and 3D were successfully executed. On the one hand, with the 

1D model for analyzing schizophrenic and epileptic pathologies, results shown in Table 4 were found, with 

a training Accuracy (Acc) of 95.0% and 89.4%, respectively, observed. On the other hand, for the analysis 

of surface images in schizophrenia and epilepsy, results of 96% and 95%, respectively, are shown. Other 

analyzes of evaluation metrics were also carried out for the factors analysis in the network that is detailed 

below. 

Acc is the ratio between the correctly classified samples to the total number of 

samples. Precision is the proportion of positive samples that were correctly classified to the total number 

of positive predicted samples. Sensitivity represents the positive correctly classified samples to the total 

number of positive samples. Specificity is the ratio of the correctly classified negative samples to the total 

number of negative samples. The obtained values for each parameter are shown in Table 4. 

 

(3)    𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
           (4)    𝑃𝑃𝑉 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃    
 

(5)      𝑇𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                 (6)   𝑇𝑁𝑅 =

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
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Table 4. Results metrics for model performance evaluation. 
 

Acc 

True 

Positive 

(TP) 

False 

Positive 

(FP) 

True 

Negative 

(TN) 

False 

Negative 

(FN) 

Sensitivity 

(TPR) 
Specificity 

(TNR) 
Precision  

SZD 

sings 

0.9500 117 0 110 8 0.9360 09322 1 

Epilepsy 

sings 

0.8928 211 

 

12 89 24 0.8978 0.8811 0.9461 

SZD 

images 

0.9619 309 7 96 9 0.9716 0.9320 0.9778 

Epilepsy 

images 

0.9521 299 13 119 8 0.9739 0.9015 0.9583 

Own elaboration 
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Chapter 6  

Discussion  

6.1 Data preprocessing analysis 

The previous chapter takes the standard normative reference for preprocessing 

electroencephalographic signals. The results in chapter 5 regarding signal preprocessing indicate 

improvement in noise reduction, elimination of defective channels, signal resizing, and improvement in the 

signal transformation process. The preprocessing process in the current work guarantees a good 

approximation when performing the prediction stages, both in training and validation. 

A fundamental aspect of carrying out the discussion is the segmentation suffered by the signals in 

5-second windows. Since it allows us to obtain a more significant number of windows and eliminate 

punctual artifacts. The results in Figure 15 show the different stages of the input data. In the first section, 

the images of patient S03 without filtration are observed, representing a patient with schizophrenic events. 

However, overshot channels are observed. Infiltrations are attributed to eye movement and cardiac 

variation. They also show non-pathological S03, epileptic chb24, and non-epileptic chb24 patients. 

In the second stage, data is shown with signal cleaning stages; the main observations in this stage 

are the unique channeling of the signal without overlapping, in addition to eliminating a defective channel, 

in this case, the FT8. In the third stage, the difference in noise between without preprocessing and 



 

School of Biological Science and Engineering                                                                                    YACHAY TECH 

 

 

Biomedical Engineer                                                36                                                                          Yachay Tech  

 

 

preprocessed is observed. Finally, generating the spectrograms after preprocessing was important since 

convolution layers, and pattern stop filters in 3d models are more sensitive to noise in surface images. 

6.2 Comparative analysis with other studies 

Regarding the 1D model for the detection of schizophrenia (*). A comparison is made, shown in 

Table 5. This model is compared with the previous works on classification of EEG signals of schizophrenia 

patients and healthy controls in Table 3. The total Acc of 95.00% in the present work, compared to other 

pure convolutional models, as the ones presented by Shoebi [45] and it also performed better than traditional 

ML methods: KNN, Decision Trees, Naive Bayes, Random Forest, Extremely Randomized Trees and 

Bagging. 

Table 5. Summary of recent models to diagnose schizophrenia using the 
Olejarczyk schizophrenia dataset. 

Acc Sensitivity Specificity Precision Reference 

0.9500 0.9360 09322 1 * 

0.7143 1.0000 0.6000 0.9160 [54] 

0.9300 0.9400 0.9831 0.9271 [55] 

0.9071 0.9000 0.9143 0.9132 [18] 

0.8453 0.7193 0.7550 - [56] 

0.9026 0.8864 0.8917 - [57] 

0.7083 0.9886 - 0.5812 [23] 

0.3842 1.0000 - 0.3842 [23] 

0.5685 0.9954 - 0.4724 [23] 

                     Own elaboration 

The second comparative analysis is shown in Table 6. Several schizophrenic crisis prediction models were 

taken with data from more than one dimension. Thus, it was compared with neural network models 

generated mainly with magnetic resonance image data to make comparisons of data with the exact 
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dimensions since it was not found with spectrogram models. A vital aspect analyzed in [59] is the reduction 

of the convulsion layers to optimize the computational work. The point that has been subjected to several 

observations when we talk about neural networks is due to a long time of processing and classifying images, 

resulting in money when acquiring greater storage capacity and greater capacity of processors and graphics 

cards. On the other hand, an important observation is added: the models must be compared with other 

models with similar characteristics in terms of dimensions and network architecture. 

 

 

 

 

 

 

 

 

Own elaboration 

 

The following comparison is made for detecting epilepsy diagnostic models with signals and 1D 

Table 7. From these, we can observe relevance in several works carried out[63] [64] that have similar 

approaches to the model presented and are evaluated in time and frequency. In this way, it would be interesting to 

investigate these values as the vital contribution made by [63], where the extraction of time and frequency 

characteristics in epilepsy signals is analyzed, implementing cross-validation as in the present work. 

 

Table 6. Summary of similar 3D schizophrenia prediction models. 
Acc Sensitivity Specificity Precision Reference 

0.9619 0.9716 0.9320 0.9778 * 

0.9333 0.9489 0.9107 0.9440 [58] 

0.9334 0.9460 0.9149 0.9440 [58] 

0.9309 0.9394 0.9182 0.9420 [58] 

0.9336 0.9425 0.9203 0.9466 [58] 

0.8400 0.7300 0.8900 - [59] 

0.766 0.585 0.849 0.619 [60] 

0.712 0.441 0.823 0.786 [61] 

0.600 0.530 0.629 0.767 [62] 
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Table 7. Summary of recent models to diagnose epilepsy with signs. 
Acc Sensitivity Specificity Precision Reference 

0.8928 0.8978 0.8811 0.9461 * 

0.8800 0.8730 0.8670 0.8708 [63] 

0.8750 0.8600 0.8000 - [64] 

0.8305 0.8030 0.8580 - [65] 

0.7730 - - - [66] 

0.8650 0.8864 0.9070 - [67] 

0.8880 0.8770 0.9332 0.6120 [68] 

0.8500 0.843 - - [69] 

0.8683 0.7234 - - [70] 

        Own elaboration 

Finally, a comparison was made between the present epilepsy prediction model with a spectrogram, for which a list 

of similar processes was made with different ML models. In the works cited as [71] y [72], a similar evaluation is 

required with the extraction of characteristics applied to a time-frequency database to which a continuous wavelet 

transform was applied to make scalograms. However, the difficulty of data acquisition and the amount of noise they 

present is proposed as one of the negative characteristics.  

Table 8. Summary of recent models to diagnose epilepsy using imagen  
Acc Sensitivity Specificity Precision Reference 

0.9521 0.9739 0.9015 0.9583 * 

0.9058 0.919 89.2 - [73] 

0.9416 0.9900 99 - [71] 

0.9355 0.9438 93.23 - [74] 

0.9480 0.9200 90.0 0.9200 [72] 

0.9350 - - - [75] 

0.9468 0.7821 1.000 - [76] 

0.9400 0.8430 - - [77] 

0.8600 - - 0.8400 [78] 

        Own elaboration 
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Chapter 7 

Conclusion   

 
 

In conclusion, the metrics for evaluating the prediction of brain pathologies (Epileptic events and 

schizophrenic disorders) have a high success rate, which refers to a successful prediction model for both 

diseases.  On the one hand, the percentage for 1D and 3D Schizophrenia was 95.00% and 96.19%, 

respectively. On the other hand, the prediction percentage for Epilepsy 1D, and 3D, was 89.28% and 

95.21%, respectively. It was due to several factors at each stage, such as correct data filtering, noise 

reduction, proper manual removal of data, and correct hyperparameter and optimizer settings in neural 

models. The learning plots show time-adjusted values of epochs with respect to learning percentage with 

training and validation values. 

A sufficiently robust database was also generated with signals for time-frequency analysis and 

surface images to analyze features by pixel. Furthermore, a critical point in the data augmentation was the 

time segmentation of all 1D data. It allowed us to increase the data and randomly vary it to avoid 

underfitting and overfitting training. In addition, there are several portals with information on the brain and 

neurodegenerative diseases and brain disorders. However, this information is scarce compared to the data 
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needed for neural training. In this sense, it is necessary to emphasize the need to create more well-labeled 

databases of electroencephalographic signals with free access and research use.  

Furthermore, the success of predictive interventions can be concluded through comparative 

analysis compared to previous works with similar characteristics, such as time-frequency analysis for 1D 

and pixel pattern analysis through convolutional networks through filters. In addition, the improvement 

points that the 1D and 3D models should present were found. They are to increase the capacity of the CPU 

processing unit, increase the GPU graphics processing card and reduce the number of processing layers 

without losing features. 

Finally, it is essential to mention that the results presented in this article are based on previous 

research regarding detecting brain pathologies and ML. Experts have validated the databases used in 

detecting brain pathologies. However, verifying medical prediction results by professionals specialized in 

detecting brain disorders is essential before making corrective decisions for pathologies. 
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List of abbreviations   

Acc: Accuracy 

ANN: Artificial Neural Networks 

BN: Batch Normalization 

CNN: Convolutional Neural Network 

Conv: Convolutional Layers 

DP: Deep Learning 

DSS: Decision Support Software 

EEG: Electroencephalogram 

GPU: Graphics Processing Unit 

H: Height Dimensions 

INEC: National Institute of Statistics and Census of Ecuador 

ML: Machine Learning 

MSP: Ministry of Public Health 

NN: Neural Networks 

ReLu: Rectified Linear Unit 

CNS: Central nervous system 

sEEG: Surface Electroencephalogram 

Spcf: Specificity 

TL: Transfer Learning 

WHO: World Health Organization 
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Annex 1: EEG signal processing code and time segmentation.   

from google.colab import drive 

drive.mount('/content/drive') 

path = ("URL") 

raw = mn.io.read_raw_edf(path, preload= True) 

raw.crop(tmin=60, tmax=120) 

filt_raw=raw.copy() 

filt_raw.load_data().filter(l_freq=0.5., h_freq=250) 

ica=mn.preprocessing.ICA(n_components=15, max_iter='auto', random_state=97

) 

ica.fit(filt_raw) 

 

raw.load_data() 

ica.plot_sources(raw,show_scrollbars=False) 

ica.plot_overlay(raw, exclude=[0.0], picks='eeg') 

raw.load_data() 

ica.plot_sources(raw, show_scrollbars= False) 

raw.load_data() 

ica.plot_sources(raw,start=0, stop=5, title='Epilepsia', show_scrollbars=F

alse) 

raw.load_data() 

ica.plot_sources(raw, start=5, stop=10, title='No epilepsia', show_scrollb

ars=False) 

 

Annex 2: Transformation code from signals (1D) to surface images (3D) 

# use scipy.signal spectrogram to extract raw dat 

from scipy.signal import spectrogram 

raw = spectrogram(a[:7500], fs=125, noverlap=1)[2] 

 

im = specgram(a[:7500], Fs=125, noverlap=1)[3] 

plt.gca().set_axis_off() 

plt.subplots_adjust(top = 1, bottom = 0, right = 1, left = 0,  

            hspace = 0, wspace = 0) 

plt.margins(0,0) 

plt.gca().xaxis.set_major_locator(matplotlib.ticker.NullLocator()) 
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plt.gca().yaxis.set_major_locator(matplotlib.ticker.NullLocator()) 

plt.savefig("image.png", bbox_inches = 'tight', 

    pad_inches = 0) 

f._close() 

 

 

Annex 3: 3D convolutional model for images 

 

import tensorflow as tf  

 

from tensorflow.keras.layers import Conv1D,BatchNormalization,LeakyReLU,Ma

xPool1D,\ 

GlobalAveragePooling1D,Dense,Dropout,AveragePooling1D 

from tensorflow.keras.models import Sequential 

from tensorflow.keras.backend import clear_session 

def cnnmodel(): 

    clear_session() 

    model=Sequential() 

    model.add(Conv1D(filters=5,kernel_size=3,strides=1,input_shape=(6250,1

9)))#1 

    model.add(BatchNormalization()) 

    model.add(LeakyReLU()) 

    model.add(MaxPool1D(pool_size=2,strides=2))#2 

    model.add(Conv1D(filters=5,kernel_size=3,strides=1))#3 

    model.add(LeakyReLU()) 

    model.add(MaxPool1D(pool_size=2,strides=2))#4 

    model.add(Dropout(0.5)) 

    model.add(Conv1D(filters=5,kernel_size=3,strides=1))#5 

    model.add(LeakyReLU()) 

    model.add(AveragePooling1D(pool_size=2,strides=2))#6 

    model.add(Dropout(0.5)) 

    model.add(Conv1D(filters=5,kernel_size=3,strides=1))#7 

    model.add(LeakyReLU()) 

    model.add(AveragePooling1D(pool_size=2,strides=2))#8 

    model.add(Conv1D(filters=5,kernel_size=3,strides=1))#9 

    model.add(LeakyReLU()) 

    model.add(GlobalAveragePooling1D())#10 
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    model.add(Dense(1,activation='sigmoid'))#11 

     

    model.compile('adam',loss='binary_crossentropy',metrics=['accuracy']) 

    return model 

 

model=cnnmodel() 

model.summary() 

 

Annex 4: 3D convolutional model for images 

def create_model(): 

  '''Creates a CNN with 9 convolutional layers''' 

  model = tf.keras.models.Sequential([ 

      tf.keras.layers.Conv2D(32, (3,3), activation='relu', input_shape=(30

0, 300, 3)), 

      tf.keras.layers.MaxPooling2D(2, 2), 

      tf.keras.layers.Conv2D(32, (3,3), activation='relu', input_shape=(15

0, 150, 3)), 

      tf.keras.layers.MaxPooling2D(2, 2), 

      tf.keras.layers.Conv2D(32, (3,3), activation='relu', input_shape=(15

0, 150, 3)), 

      tf.keras.layers.MaxPooling2D(2, 2), 

      tf.keras.layers.Conv2D(64, (3,3), activation='relu'), 

      tf.keras.layers.MaxPooling2D(2,2), 

      tf.keras.layers.Conv2D(128, (3,3), activation='relu'), 

      tf.keras.layers.MaxPooling2D(2,2), 

      tf.keras.layers.Conv2D(128, (3,3), activation='relu'), 

      tf.keras.layers.MaxPooling2D(2,2), 

      tf.keras.layers.Flatten(), 

      tf.keras.layers.Dense(512, activation='relu'), 

      tf.keras.layers.Dense(1, activation='sigmoid') 

  ]) 

 

  model.compile(loss='binary_crossentropy', 

                optimizer=RMSprop(learning_rate=1e-4), 

                metrics=['accuracy']) 
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