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Resumen
La interacción de la luz con átomos, moléculas y materiales ha dado lugar a importantes avances tanto en la

teoría como en las ciencias aplicadas, incluidos campos como la nanotecnología y la ciencia de los materiales. Sin
embargo, a pesar de los avances en esas áreas, nuestra comprensión de los procesos no lineales en rangos de energía
como la radiación ultravioleta extrema (XUV en inglés) sigue siendo limitada.

Este trabajo se enfoca en investigar un proceso no lineal en particular: la generación de segundos armónicos,
en el régimen ultravioleta extremo, utilizando el marco teórico de la óptica no lineal. La exploración comienza con
conceptos establecidos sobre la propagación de ondas dentro de cristales uniaxiales, prestando especial atención al
cristal niobato de litio (LiNbO3). Posteriormente, el marco teórico desarrollado se valida experimentalmente en el
régimen visible.

Tras este proceso de validación, se realizan modificaciones al modelo para incluir la absorción, un proceso físico
que ocurre al trabajar con altas energías como en el XUV. Con la absorción integrada en el modelo, en esta tesis se
examinan dos geometrías: la geometría de transmisión y la geometría de reflexión. Para evaluar el comportamiento
del modelo en la geometría de transmisión, se realizan simulaciones de la Teoría del Funcional de Densidad para
obtener los parámetros relevantes como el índice de refracción y los coeficientes no lineales. La geometría de
transmisión indica que las películas delgadas de LiNbO3 de 0.1 µm a 0.2 µm pueden generar una potencia de
segundo armónico medible.

Palabras clave: Óptica no lineal, Electromagnetismo, Niobato de litio, Geometría de transmisión, Geometría
de reflexión, Teoría del funcional de la densidad, Absorción.
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Abstract
The interaction of light with atoms, molecules, and materials has led to significant advancements in both theory

and applied science, including fields such as nanotechnology and materials science. However, despite extensive
research on optical interactions, our understanding of the specific mechanisms by which light influences matter at
higher energies, such as x-ray or extreme ultraviolet (XUV) processes, remains limited.

This work investigates the nonlinear process of second harmonic generation in the extreme ultraviolet (XUV)
regime using the theoretical framework of nonlinear optics. The exploration begins with established concepts of
wave propagation within uniaxial crystals, with particular attention given to the crystal lithium niobate (LiNbO3).
Subsequently, the developed theoretical framework is experimentally validated in the visible regime.

Following this benchmarking, modifications are made to the model to account for second harmonic generation in
the XUV, which involves incorporating absorption into the theoretical framework. With absorption integrated into the
model, two geometry models are developed in this thesis: transmission geometry and reflection geometry. To evaluate
the behavior of the model in transmission geometry, Density Functional Theory simulations are conducted to obtain
the relevant parameters, such as index of refraction and nonlinear coefficients. The transmission geometry yields that
nanostructured LiNbO3 thin films from 0.1µm to 0.2µm can generate measurable time-averaged second-harmonic
power.

Keywords: Nonlinear optics, Electromagnetism, Lithium niobate, Transmission geometry, Reflection geometry,
Density Functional Theory, Absorption.
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Chapter 1

Introduction

Everyday encounters with light often involve its refraction, reflection, or absorption by various materials. In these
situations, light preserves its frequency. The principles governing these phenomena find expression in the familiar
laws of optics, such as Snell’s law, Fresnel’s equations, and Lambert-Beer’s law, etc1. These are the optical properties
of matter familiar to everyone through the visual sense.

Nonetheless, as the illumination becomes sufficiently intense, certain characteristics, such as index of refraction
or frequency, usually experienced as fixed, can change. Under these circumstances, light waves not only interact
with the medium but also with each other, leading to the emergence of nonlinear optical effects. Experimentally, the
Kerr effect∗, named after John Kerr, who discovered it in 18772, was the first nonlinear optical process observed.

Following this discovery in 1883, Friedrich C. A. Pockels3 observed a modification in the refractive index that
varied linearly with the electric field. (nowadays known as the linear electro-optic effect). However, it was only with
the observation of Second-Harmonic Generation (SHG) by Peter Franken and colleagues that the field of nonlinear
optics truly began to take shape.

Moreover, there are two reasons why one might consider second-harmonic generation (SHG) important: first,
harmonic generation is achieved through either a coherent source of light, such as lasers, or ordinary light, which
is less coherent4; second, historically, it was the first nonlinear phenomenon where a coherent output was obtained
from a coherent input5. From the discovery of SHG, the field of nonlinear optics grew rapidly.

Today nonlinear optics is used from physics, over biology6 to chemistry7 but also in neuroscience8, and in
surgery9. This research, with a focus on wave propagation in uniaxial crystals (Chapters 3 and Chapter 4), aims to
contribute to the development of a future materials synthesis industry in Ecuador. Specifically, we hope that Ecuador
produces crystals optimized for second-harmonic generation (SHG). The simple models developed here will provide
an initial understanding of how uniaxial crystals behave under intense light from a nonlinear optics perspective.

Regarding the electromagnetic spectrum (see Fig. 1.1), the majority of second-harmonic generation experiments
are conducted in the infrared, visible, and (deep) ultraviolet (UV) wavelengths10. Nowadays, there are spectroscopic

∗The Kerr effect involves a change in the refractive index of a material, proportionally to the square of the applied electric field.
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techniques based on second-order nonlinear processes† with optical and infrared radiation, to probe electronic
properties of interfaces and surfaces of solid-state materials12. In 2004, Taro Sekikawa and collaborators pointed out
the lack of knowledge and explorations of the nonlinear responses in the extreme ultraviolet (XUV) and soft X-rays
(SXR) regions. They reported the generation of low ninth harmonic order XUV pulses (27.9 eV) using a blue laser
pulse13.

With the advent of X-ray free electron lasers (XFELs), the constraint highlighted by Sekikawa et al. was lifted.
XFELs can deliver high-energy radiation with high brightness, ultrashort pulse duration, and high coherence. For
example, the Free Electron Laser Radiation for Multidisciplinary Investigations (FERMI) at Elettra Sincrotrone
Trieste, along with the Spring-8 Angstrom Compact Free Electron Laser (SACLA), operate in the ultraviolet and
soft X-ray range. Concerning XUV, SACLA works with energy ranges of 25 eV to 150 eV14. However, there is a
need for further contributions to theoretical explorations of nonlinear processes in the XUV.

1 eV 10 eV

Soft X-rays Hard X-rays

100 eV 1 keV 10 keV

1 μm 100 nm 10 nm 1 nm 0.1 nm

Photon energy

Wavelength

XUVUVIR

Figure 1.1: The electromagnetic spectrum extended from the infrared (IR) to the x-ray regions. Visible light is
composed of wavelengths such as red (650 nm), yellow (570 nm), green (530 nm), and blue (470 nm). At shorter
wavelengths, there is ultraviolet (UV) radiation, extreme ultraviolet (XUV) radiation, soft X-rays (SXR), and hard
X-rays. The extreme ultraviolet is taken here as extending from photon energies of about 10 eV to about 120 eV.

In 2021, Emma Berger and collaborators15 conducted several experiments on lithium osmate (LiOsO3) surfaces
at SACLA, demonstrating that SHG-based spectroscopy at the XUV energy range can serve as a time-resolved probe
of symmetry-breaking structural phase transitions on femtosecond timescales.

Additionally, Berger et al. provided a quantum-mechanical description of the process triggered by the interaction
of matter with XUV pulses on the basis of Density Functional Theory (DFT). There is an emerging interest in the
community in exploring the SHG nonlinear process within the XUV in crystals. For example, in addition to Berger’s
study, Can B. Uzundal studied lithium niobate (LiNbO3) in the XUV regime through SHG-based spectroscopy.
Exploring this nonlinear process is the main focus of this thesis.

The second harmonic generation process is a second-order nonlinear phenomenon where two incident photons
with identical energy combine to produce a single photon with double the energy, expressed as ω + ω = 2ω. As

†Sum-Frequency Generation, Difference-Frequency Generation, and Second-Harmonic Generation are second-order nonlinear processes 11.
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fundamental light with frequency ω traverses a nonlinear medium, a portion of photons at frequency ω undergoes
conversion to higher energy photons at 2ω.

On a microscopic level (see Fig. 1.2), as a nonlinear material absorbs photons at ω frequency, electron-hole pairs
are generated. The excited electrons undergo two excitations by the fundamental light before recombining with the
hole. These excited electrons can undergo two distinct excitation pathways by the incident light before recombining
with the hole. These pathways are categorized as half-resonant and resonant schemes. In the former, the frequency
of incident light, ω, is halfway between the ground and an excited state. In this case, the transition is facilitated by a
virtual state (see Fig. 1.2 (a)-(b)). In the latter, the frequency of incident light, ω, directly excites the electron from
the ground state to the excited state (see Fig. 1.2 (c)).

In Chapter 2, Section 2.3, we will provide an expression that describes the transitions occurring in the second-
harmonic generation process (see equation (2.106)). According to this equation, we will find that the second-harmonic
generation process takes place through either resonant or half-resonant schemes. However, equation (2.106) indicates
that transitions where both the first and second excited states are simultaneously actual energy levels (i.e., eigenvalues
of the Hamiltonian) do not occur. Upon recombination of electron-hole pairs, photons at frequency 2ω are emitted.

2ω

ω

ω 2ω

ω

ω

2ω

ω

ωE
ne
rg
y

(a) (b) (c)

Figure 1.2: Schematic diagram (single-particle representation) of different scenarios of electronic transitions: (a)-(b)
are transitions facilitated by a virtual state; (d) corresponds to a resonant scheme. Grey rectangles represent occupied
states while white rectangles represent unoccupied states. Dashed lines represent virtual states. The electron is
represented by a black point, while the hole is represented by a white point. The wavy arrows stand for incoming
and outgoing photons. Adapted from Boyd11, Fig. 1.2.1 (b).

All in all, these various scenarios represent responses of the system to an external electromagnetic field. In
optics, this response is characterized by a property known as susceptibility11. Typically, susceptibility is a tensor
quantity, implying that both magnitude and direction are significant. Moreover, susceptibility accounts not only for
the linear response of the material but also for nonlinear responses11. For example, since SHG is a second-order
process, the second-order susceptibility tensor characterizes this scenario. There are two means for obtaining the
second-order susceptibility tensor: experimental techniques and theoretical computations. Regarding the former, a



4 1.1. PROBLEM STATEMENT

popular experimental method for measuring the components of the second-order susceptibility tensor is known as
the Maker fringes technique16. As for the latter, the second-order susceptibility tensor is generally computed using
the dipole approximation17 within the Density Functional framework.

1.1 Problem Statement
Can B. Uzundal and collaborators18conducted experimental and numerical work on second-harmonic generation
from lithium niobate (LiNbO3). They concluded that the well-established theory of nonlinear optics, in the electric-
dipole approximation, is suitable to explain the observed second-order response in a bulk non-centrosymmetric
material at the extreme ultraviolet regime. Given that the description of nonlinear optics is compatible with
experiments conducted within the XUV region, the description of wave propagation through non-centrosymmetric
materials in the XUV, based on nonlinear optics, is also plausible.

However, this task is challenging due to nonlinearity, crystal anisotropy, and the lack of theoretical and experi-
mental data on the second-order susceptibility tensor in the XUV region. Additionally, factors such as diffraction
and absorption increase the degrees of freedom, hence adding complexity. Consequently, there is a theoretical and
numerical challenge to verify the plausibility of studying nonlinear wave propagation based on nonlinear optics
theory.

1.2 General and Specific Objectives
The primary goal of this thesis is to comprehend SHG within LiNbO3 starting from the well-established framework
of nonlinear optics and extending it successively into the XUV regime. Furthermore, the process to attain this goal
is delineated into the following specific tasks:

• Derive the nonlinear wave propagation equation in uniaxial crystals.

• Conduct an experimental benchmark of the theory for nonlinear wave propagation in LiNbO3.

• Explore the physical mechanisms underlying second-harmonic generation (SHG) in the extreme ultraviolet
(XUV) regime

• Perform numerical simulations to calculate optical parameters required for studying second-harmonic gener-
ation (SHG) in the extreme ultraviolet (XUV) regime.

Having presented this introduction, the thesis revolves around a theoretical preamble chapter (2), two main
chapters (3) - (4), followed by a concluding chapter (5).

Mainly, this thesis focuses on modeling SHG experiments in crystals from a pulsed source of light. To this end,
in Chapter 2, we provide a broad description of crystals, experimental geometries, and theoretical details, especially
electromagnetism within crystals, to pave the way for deriving the essential equations needed to evaluate wave
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propagation within uniaxial crystals. At the end of Chapter 2, we provide details on modelling material properties
with an emphasis on Density Functional Theory (DFT).

In Chapter 3, we develop the basic framework of wave propagation within uniaxial crystals incorporating spatial
and temporal effects. Subsequently, within this chapter, we provide several criteria to approximate the model. The
theory, along with the approximations, is benchmarked against a transmission geometry experiment conducted in
the visible light regime.

Converging onto our central objective, in Chapter 4, we explore the XUV regime based on our theoretical model.
Moreover, reflection geometry is explored in this chapter. Chapter 5 closes with general conclusions and outlooks.

In this thesis, vector quantities are represented in bold roman and script typefaces. Tensor quantities are denoted
in underlined bold script typeface, where the number of underlines indicates the rank of the tensor. Additionally, we
occasionally use the index notation to write vectors and tensors. A single index represents a vector, a double index
represents a second-rank tensor, and triple indices represent a third-rank tensor, and so on.
Finally, SI units (International System of Units) have been used throughout this work unless stated otherwise.





Chapter 2

Preliminaries: Theoretical and
Experimental Aspects

This chapter focuses on light propagation through crystals, offering perspectives from experiments and theory, with
particular attention given to uniaxial crystals. The chapter then shifts its focus to nonlinear optics, introducing the
fundamental principles of this field. Chapter 2 lays the groundwork for Chapter 3 and Chapter 4 to explore second
harmonic generation (SHG) in more detail. Finally, the chapter concludes with a concise introduction to Density
Functional Theory (DFT), along with approximations to model the optical properties of solid-state materials.

2.1 Basic Framework
When considering the light incident on the nonlinear medium, it is an electromagnetic wave, composed of electric
and magnetic fields, denoted as E(r, t) and H(r, t), respectively. Mainly, the propagation of light is characterized
by defining its electric field due to the fact that the magnetic field is related to the electric field through Maxwell’s
equations19. In reference to Fig. 2.1, as long as light propagates outside the crystal, the electric and magnetic fields
are fully characterized by the following set of equations (SI units):

∇ ·E = ρ

ϵ0
(2.1a)

∇ ·B = 0 (2.1b)

∇× E = −∂B
∂t

(2.1c)

∇× B = µ0

(
J + ϵ0

∂E
∂t

)
(2.1d)

7
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where E,B,J, ρ are the electric field, magnetic induction, current density, and charge density, respectively. ϵ0 and
µ0 are the permittivity and permeability∗ of free space. Purposely, these equations are the fundamental laws of

ϕ 

X

Y

Z

β 

Figure 2.1: Experimental geometry where the beam is normally incident upon the sample. k(ω) and k(2ω) are
wave vectors for the fundamental and second-harmonic waves, respectively. ϕ stands for the azimuthal angle that
defines the orientation of the polarization plane of the fundamental wave Eω while β is the sample azimuthal angle.
The resulted second-harmonic wave can be polarized either parallel E∥2ω

or perpendicular E⊥2ω with respect to
the polarization direction of the fundamental wave. Adapted from the work: “Optical third-harmonic spectroscopy
of the magnetic semiconductor EuTe”20.

electricity and magnetism. The electric field and magnetic field within the crystal are described by the following
equations,

∇ ·E = 1
ϵ0

(ρf + ρb) = 1
ϵ0

(ρf −∇ ·P) (2.2a)

∇ ·B = 0 (2.2b)

∇× E = −∂B
∂t

(2.2c)

∇× B = µ0

(
∇× M + ∂P

∂t
+ Jf

)
+ µ0ϵ0

∂E
∂t

(2.2d)

where ρf , ρb, M, Jf , P are the free charge density, bound charge density, magnetization, free current density,
and polarization density, respectively. Provided that the magnetic induction Bi = µijHj = µ0(Hi + Mi), and
displacement field Di = ϵijEj = ϵ0Ei + Pi (These expressions are written in index notation. µij and ϵij are the

∗µ0 = 1.25664 × 10−6N·A−2, ϵ0 = 8.85 × 10−12 F/m
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dielectric 2nd-rank tensor and permeability 2nd-rank tensor), this collection of equations becomes:

∇ ·D = ρf (2.3a)

∇ ·B = 0 (2.3b)

∇× E = −∂B
∂t

(2.3c)

∇× H = µ0

(
Jf + ∂D

∂t

)
(2.3d)

The number of underlines stands for the order of the tensor. Finally, in addition to the assumption of the lack
of a macroscopic magnetization (M), for the majority of situations considered in nonlinear optics, the medium is
assumed to be electrically neutral and nonconducting (ρf = 0 = Jf ).

An ansatz for solutions of the electric field for the Maxwell’s equations is given by:

E(r, t) = 1
2 e E(r, t) exp

(
i[k · r− ωt]

)
+ c.c

= 1
2 E(r, t) exp

(
i[k · r− ωt]

)
+ c.c

(2.4)

where k is the wave vector of propagation, and ω is the circular frequency. In contrast to the rapidly varying
components of the oscillating wave, the envelope, denoted as E(r, t) †, is a slowly varying function. Furthermore,
this envelope is predominantly complex, involving both magnitude (i.e., amplitude) and phase information.

The direction of the electric field, indicating the polarization of the wave, is represented by e, which can be either
real or complex. In the former scenario, it corresponds to a plane-polarized wave, while in the latter, it implies that
the wave is elliptically polarized. Finally, the notation "c.c." implies the complex conjugate. It is included in the
definition of equation (2.4) since the electric field is a real quantity. The numerical factor 1/2 is a convention‡.

Moreover, it is worth noting that the envelope in equation (2.4) depends not only on space but also on time. This
functional form aligns with a description of pulses. Pulses refer to flashes of light, typically produced by lasers and
delivered in the form of beams.

In Chapter 3, temporal effects are formally incorporated into the theory of wave propagation; however, some
features characterizing pulses are provided in this section. Naturally, using pulsed radiation in optical experiments
is a common practice not only in the visible light regime but also in the XUV and X-ray spectra21.

To develop a simple model of pulsed radiation, one should be aware of certain parameters that characterize this
type of light emission. To begin with, the duration of light pulses, commonly called pulse length or pulse width, is
often defined in terms of the full width at half-maximum (FWHM) of the optical power versus time. For instance,
when considering a Gaussian temporal profile, the power can be described by P∼ exp

(
−t2/τ2). In this context,

the pulse length, denoted as τ , is approximately the full width at half-maximum (FWHM) duration multiplied by
1

2
√

ln 2 (i.e., τ = τFWHM
2

√
ln 2 ). In addition, along with pulse width, another significant parameter is the pulse repetition

†This quantity can be represented in vector form as follows: E(r, t)= e E(r, t).
‡When summing up a complex number (z = x+ iy) with its complex conjugate, the outcome is as follows: z +z∗ = x+ iy +x− iy = 2x.

Including a 1/2 factor results in x rather than 2x.
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rate. This rate is defined as the number of emitted pulses per second. In addition to the pulsed emission of light,
lasers can emit a continuous beam of light without any interruptions; hence, continuous-wave (CW) lasers. In such
cases, the envelope becomes independent of time.

Scattering

Scattering

Incident beam

Reflection
Transmission

Figure 2.2: Schematic representation of three different geometries commonly used in experiments: transmission,
reflection and scattering. The gray region represents the material under study. Adapted from Ref. 22 .

In addition to the type of light source, various experimental geometries can be explored, including transmission
geometry, reflection geometry, and scattering geometry. As shown in Fig. 2.2, the signal of interest depends on
the chosen geometry. For instance, in transmission geometry, we are interested in the transmitted signal, while in
reflection geometry, the reflected signal is of interest. In scattering geometry, the scattered signal is the primary
focus.

Moreover, regardless of the chosen geometry, light can strike the sample either through normal incidence or
oblique incidence. In connection with second-harmonic generation experiments, both transmission21 and reflection23

geometries are commonly used. For instance, Fig. 2.1 illustrates the transmission geometry under normal incidence
for a SHG experiment. In this scenario, the space is partitioned into three regions. Light initially travels through air
(or vacuum), then it traverses a crystal, which serves as the nonlinear medium, and ultimately returns to air where
the detector is located.

Purposely, since the rapidly varying frequencies are unfeasible to be recorded by detectors, the quantity measured
experimentally is the time-averaged field flux, where the average is over several cycles. Hence, one is interested
in the intensity (irradiance). We are interested in understanding the behavior of light as it propagates through the
nonlinear medium, ultimately characterizing the propagation with intensity.
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2.1.1 The Wave Propagation Equation: Beam propagation in Uniaxial Crystals

Generally, the nonlinear medium studied in SHG experiments involves crystals. In crystalline materials, constituent
atoms are arranged in a repeating configuration. Roughly speaking, crystals entail groups of atoms that are not
only identical, but also oriented and aligned in all three dimensions. Each group serves as a parallelepiped-shaped
building block. Such building block is called a unit cell24. There are seven types of unit cells: cubic, tetrahedral,
orthorombic, monoclinic, triclinic, trigonal, and hexagonal. The edges of the unit cell define a coordinate system
known as the crystallographic coordinate system. The axes of this coordinate system are denoted by the letters a, b,
and c.

Depending on the type of the unit cell, these axes are either mutually orthogonal, as in the case of cubic or
orthorhombic systems, or not mutually orthogonal, as in trigonal, hexagonal, triclinic or monoclinic crystal systems.
In the latter case, a convention, IEEE/ANSI Std. 17625, is followed to establish a trio of Cartesian axes XYZ
relative to the unit cell geometry. IEEE/ANSI Std. 176 defines XYZ frame for more convenient reporting of tensor
crystallographic properties (crystal physics coordinate system). Purposely, there is a special rectangular frame that
is unique in the sense that in this frame, the dielectric tensor, a second-rank tensor property of materials, is diagonal.
This frame is referred to as the principal (dielectric) coordinate system, x1x2x3 (See Fig. 2.3 (a)).

Crystals can be classified into three groups (isotropic, uniaxial, an biaxial), depending on the relations between
ϵ11, ϵ22, and ϵ33, where they are the entries of the diagonalized dielectric tensor represented in the principal coordinate
system (x1x2x3):

ϵ =

ϵ11 0 0
0 ϵ22 0
0 0 ϵ33

 (2.5)

When the dielectric permittivity entries are equivalent, the material has an isotropic symmetry, such as cubic
structure. However, when ϵ11 = ϵ22 , ϵ33, the material has uniaxial symmetries. Purposely, uniaxial materials
often crystallize in tetragonal, trigonal, or hexagonal phases. The discrepancy in tensor components leads to a
phenomenon referred to as birefringence.

In this case, light encounters different refractive indices or exhibits varying phase velocities based on the direction
of the electric fields. The two waves are categorized as ordinary and extraordinary waves, with their electric fields
being either perpendicular to the optic axis or having non-zero projections along the optic axis. The optic axis in
uniaxial crystals corresponds to the axis with highest symmetry.

For example, LiNbO3 belongs to the trigonal crystal class where there is an axis of threefold symmetry which
is labeled by c, which is one of the axis in the crystallographic coordinate system. Furthermore, regarding uniaxial
materials, the principal coordinate system (x1x2x3) coincides with the crystal physics coordinate system (XYZ),
where Z aligns parallel to c and X aligns with a. Y is oriented to form a right-handed system (see Fig. 2.3 (b)).
Finally, the dielectric permittivity entries in the biaxial crystals are distinct along all three directions, ϵ11 , ϵ22 , ϵ33.
In this thesis, uniaxial crystals are of interest§.

§Readers interested in isotropic and/or biaxial crystals are encouraged to refer to “Laser Beam Propagation in Nonlinear Optical Media” by
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, c

b b

a

General case(a) (b)

a

Uniaxial crystals

,

X X

Y Y

Z , c,Z

Figure 2.3: Schematic for different coordinate systems for studying crystals. In a general scenario, there are three
coordinate systems: (a, b, c), (X,Y, Z), (x1, y2, z3), which are the crystallographic coordinate systems, principal,
and crystal physics, respectively. When the crystal belongs to the uniaxial class, the crystal physics coordinate system
is equivalent to the principal coordinate system.

J. Fleck and M. Feit27 developed a theory to describe the propagation of light in uniform anisotropic media.
Here, a re-derivation of the set of generalized wave equations governing propagation in uniform anisotropic media
is presented. While CGS units were adopted in Ref. 27., SI units are used in this case. This analysis of wave
propagation in anisotropic media demonstrates a key characteristic: the electric field exhibits distinct behaviors
corresponding to ordinary and extraordinary polarizations.
In this context, the electric field satisfies the following differential equation 2.3:

∇×∇× E = − 1
c2 ϵ0

∂2D
∂t2

(2.6)

To obtain this equation, we apply rotation to equation (2.3c) and then use equation (2.3d). This equation can be
written for a single-frequency component ω¶:

∇2E −∇ (∇ · E) = − ω2

c2 ϵ0
D (2.7)

The displacement field can be written as follows11:

D = ϵ0 ϵ · E (2.8)

J. Fleck and M. Feit27 develop the wave propagation equation with respect to the principal system XYZ. Within

Shekhar Guha and Leonel P. Gonzalez 26.
¶In this case, this single-frequency representation is given by the following expression: E(r, t) = 1

2 E(r) exp (−iω t) + c.c., and
D(r, t) = 1

2 D(r) exp (−iω t) + c.c.. In this case, E and D are vectors that only depend on spatial coordinates
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such coordinate system, ϵ is a second-order tensor written in diagonal matrix form as follows:

ϵ =

ϵXX 0 0
0 ϵXX 0
0 0 ϵZZ

 (2.9)

In order to develop equation (2.7), J. Fleck and M. Feit27 find an expression for ∇ · E:

∇ · E =
(

1− ϵZZ

ϵXX

)
∂EZ

∂Z

=
(

1− n2
ZZ

n2
XX

)
∂EZ

∂Z

(2.10)

This expression is derived by combining equation (2.3a) (assuming ρf = 0) with equation (2.8). It applies to a
uniform anisotropic material, where ϵXX and ϵZZ are position-independent. Notably, nXX and nZZ represent the
refractive indices along the principal directions X and Z, respectively. These indices are commonly referred to as
the ordinary refractive index (no) and the extraordinary refractive index (ne), respectively.

In equation (2.10), the dependence on the Z-direction stems from our definition of the dielectric tensor, which
implicitly assumes the Z-axis aligns with the optical axis. While the axis label itself is arbitrary, the alignment with
the optical axis is crucial. Thus far, equation (2.7) can be written as follows‖:

∂2EX

∂X2 + ∂2EY

∂Y 2 + ∂2EZ

∂Z2 −

(
1− n2

e

n2
o

)
∂2EZ

∂X∂Z
+ n2

o ω
2

c2 EX = 0 (2.11a)

∂2EX

∂X2 + ∂2EY

∂Y 2 + ∂2EZ

∂Z2 −

(
1− n2

e

n2
o

)
∂2EZ

∂Y ∂Z
+ n2

o ω
2

c2 EY = 0 (2.11b)

∂2EX

∂X2 + ∂2EY

∂Y 2 + ∂2EZ

∂Z2 −

(
1− n2

e

n2
o

)
∂2EZ

∂Z2 + n2
e ω

2

c2 EZ = 0 (2.11c)

We will now approach this set of equations through the plane-wave ansatz. Readers interested in the derivation of
linear wave equations for paraxial beams should refer to Section 4 of Fleck and Feit’s work27. In Chapter 3, the focus
will be on the derivation of the wave equation for uniaxial crystal class taking into consideration nonlinear effects.

The plane-wave ansatz is taken as follows∗∗:

E(r) = F exp(ik · r) (2.12)
‖J. Fleck and M. Feit (Ref. 27) derived Equation (2.11).

∗∗Thus far, we have developed equation with respect to the coordinate system XYZ. Therefore, the termk ·r expands to kXX +kY Y +kZZ

in this coordinate system.
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In this context, F is a constant vector. Plugging the expression (2.12) into the equations (2.11) yields:[
− (k2

X + k2
Y + k2

Z) + n2
o ω

2

c2

]
FX +

(
1− n2

e

n2
o

)
kXkZFZ = 0 (2.13a)[

− (k2
X + k2

Y + k2
Z) + n2

o ω
2

c2

]
FY +

(
1− n2

e

n2
o

)
kY kZFZ = 0 (2.13b)[

− (k2
X + k2

Y + n2
e

n2
o

k2
Z) + n2

e ω
2

c2

]
FZ = 0 (2.13c)

The condition for nontrivial solutions for FX , FY , and FZ is,[
− (k2

X + k2
Y + k2

Z) + n2
o ω

2

c2

]2 [
− (k2

X + k2
Y + n2

e

n2
o

k2
Z) + n2

e ω
2

c2

]
= 0 (2.14)

The two solutions from equation (2.14) are denoted as the ordinary and extraordinary waves, respectively.
Regarding the ordinary-wave solution, we have the following:

k2
X + k2

Y + k2
Z = n2

o ω
2

c2 (2.15)

In this scenario, we have that the components of the ordinary electric field satisfy the following relations:

FZ = 0 (2.16a)

(F 2
X + F 2

Y ) , 0 (2.16b)

Finally, through equations (2.10), (2.12), and (2.16a), the relationship between FX and FY is given by:

FY = −kX

kY
FX (2.17)

If the electric field lacks a Z-component, this electric field is polarized perpendicular to both the Z-axis and the
direction of wave propagation.
Regarding the extraordinary wave, which is the second solution of equation (2.14), we have the following relation:

k2
X + k2

Y + n2
e

n2
o

k2
Z = n2

e ω
2

c2 (2.18)

By taking into account equation (2.18), the following relations are determined from the equations (2.11):

FZ , 0 (2.19a)

FX = −

(
1− n2

e/n
2
o

)
kXkZ

n2
o ω

2/c2 − (k2
X + k2

Y + k2
Z)FZ (2.19b)

FY = −

(
1− n2

e/n
2
o

)
kY kZ

n2
o ω

2/c2 − (k2
X + k2

Y + k2
Z)FZ (2.19c)
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Equations (2.16a) - (2.17) and (2.19) suggest orthogonality between the ordinary and extraordinary waves. This is
because the solution for the extraordinary wave involves the Z-component, while the ordinary wave solution entails
the X-component. Finally, the dispersion relation for extraordinary waves is given by the following relations,

k2
X + k2

X + k2
X = n2 ω2

c2 (2.20a)

k2
X + k2

Y

n2ω2/c2 = sin2θ (2.20b)

k2
Z

n2ω2/c2 = cos2θ (2.20c)

where θ stands for the angle between k and the Z-axis. These relations (2.20) reduce equation (2.18) to:

1
n2(θ) = sin2θ

n2
e

+ cos2θ

n2
o

(2.21)

Equation 2.21 shows the role of propagation direction in the index of refraction. For example, when light
propagates at π/2, the ordinary refractive index that characterizes the propagation is denoted as ordinary. When
θ = 0, the index of refraction turns out to be extraordinary.

In connection with the experimental geometry in Fig. 2.1, the incident radiation (fundamental wave) can be
linearly polarized, being either an ordinary or an extraordinary wave, while the outgoing polarization direction is
chosen to be either parallel (E||) or perpendicular (E⊥) to the incident polarization direction. This distinction
between refractive indices is relevant when calculating SHG intensities.
The next section focuses on characterizing how materials respond under high intensities of light.

2.2 Perturbative approach to Nonlinear Processes
Generally, polarization involves both linear and nonlinear contributions. However, the nonlinear term does not play
a significant role when the intensity of light is low. If the intensity is sufficiently high, nonlinear processes become
relevant and require description:

P = P(1) + PNL (2.22)

where PNL is a nonlinear function of the applied field. Given that D = ϵ · E = ϵ0E + P, then equation (2.6)
becomes:

∇×∇× E + 1
c2
∂2E
∂t2

+ 1
c2 ϵ0

∂2P(1)

∂t2
= − 1

c2 ϵ0

∂2PNL

∂t2
(2.23)

In most applications of nonlinear optics11, PNL is expanded in a power series of applied fields:

PNL = P(2) + P(3) + . . . (2.24)

Equation (2.24) can be written in index notation as follows:

PNL
i = P

(2)
i + P

(3)
i + . . .
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where,

P
(2)
i (r, t) = ϵ0

∫ ∞

−∞
dt′
∫ ∞

−∞
dt′′ χ

(2)
ijk(t− t′, t− t′′)Ej(r, t′)Ek(r, t′′) (2.25a)

P
(3)
i (r, t) = ϵ0

∫ ∞

−∞
dt′
∫ ∞

−∞
dt′′
∫ ∞

−∞
dt′′′ χ

(3)
ijkq(t− t′, t− t′′, t− t′′′)Ej(r, t′)Ek(r, t′′)Eq(r, t′′′) (2.25b)

where χ(2)
ijk and χ

(3)
ijkq are the 3rd- and 4th-order dielectric response. Remarkably, the field in the equations above is

the total field, which can result from a superposition of quasi-monochromatic (or monochromatic) fields at different
frequencies:

E(r, t) =
∑
ωj

1
2 Eωj

(r, t) exp(−iωj t) + c.c. (2.26)

The sum is over waves with frequencies ωj
28. Moreover, when considering the nonlinear polarization as a small

perturbation to the total polarization, it can be expressed as:

PNL(r, t) =
∑
ωj

1
2 PNL

ωj
(r, t) exp(−iωj t) + c.c. (2.27)

In the case of a superposition of quasi-monochromatic fields, the Fourier components of the nonlinear polarization
are expressed as follows28, pp. 19:

P̃(n)
i ωσ

(r, ωσ) = ϵ0 K(−ωσ;ω1, . . . , ωn)χ(n)
ij...q(−ωσ;ω1, . . . , ωn) Ẽj ω1(r, ω1) . . . Ẽq ωn

(r, ωn) (2.28)

where repeated indices entails summation. χ
(n)
ij...q(−ωσ;ω1, . . . , ωn) is the n-th order susceptibility, and ωσ =

ω1 + . . .+ ωn. Additionally, Ẽq ωn
stands for the temporal slowly envelope part of the electric field at frequency ωn

in the frequency domain.
In this context, K(ωσ, ω1, . . . , ωn) is a numerical factor that takes into account degeneracy29:

K(−ωσ;ω1, . . . , ωn) = 2l+m−np (2.29)

where l = 1 when ωσ , 0, otherwise l = 0, m stands for the number of sets of n frequencies (ω1, . . . , ωn) that are
zero, n is the order of nonlinearity, and p stands for the number of distinct permutations of (ω1, . . . , ωn). The adopted
convention for frequency ordering in χ(n)

ij...k(−ωσ, . . . , ωn) is that the first entry is the frequency of the nonlinear
polarization followed by the frequencies of the inputs. The signs on frequencies must be such that algebraic sum of
all frequencies is zero: −ωσ + ω1 + ω2 + · · ·+ ωn = 0 (i.e., conservation of energy).

In the case when the electric field results from a superposition of monochromatic waves, the Fourier components
of the nonlinear polarizations are given by29, pp. 25:

P̃(n)
i ωσ

(r) = ϵ0 K(−ωσ;ω1, . . . , ωn)χ(n)
ip...q(−ωσ;ω1, . . . , ωn) Ẽp ω1(r) . . . Ẽq ωn

(r) (2.30)

We will now embark on a concise exploration of the so-called second-order susceptibility tensor (or second-order
dielectric tensor). This is a property of materials necessary for studying second harmonic generation (SHG).
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2.2.1 The Second-order Susceptibility Tensor: χχχ(2)(−ωσ; ω1, ω2)

In general, χ
(n)
ij...k(−ωσ;ω1, . . . , ωn) exhibits various types of symmetry, including permutation symmetry, and

spatial symmetry11. While this subsection primarily focuses on χ(2)
ijk(−ωσ;ω1, ω2), the following symmetry opera-

tions are applicable to any nth-order susceptibility tensor. Regarding permutation symmetry, χ(2)
ijk(−ωσ;ω1, ω2) is

invariant under the permutations of the pairs (j, ω1), (k, ω2)28:

χ
(2)
ijk(−ωσ;ω1, ω2) = χ

(2)
ikj(−ωσ;ω2, ω1) (2.31)

In other words, there is no difference physically, in which order the electric fields are applied with respect to the
material.
Moreover, permutations that include the additional pair (i,−ωσ) lead to a change in sign of the frequency arguments
(−ωσ;ω1, ω2)←→ (−(−ω1);−ωσ, ω2)←→ (ω1;−ωσ, ω2); hence28:

χ
(2)
ijk(−ωσ;ω1, ω2) = χ

(2)
jik(ω1;−ωσ, ω2)

χ
(2)
ijk(−ωσ;ω1, ω2) = χ

(2)
kji(ω2;ω1,−ωσ)

(2.32)

Given that the nonlinear polarization is a real quantity, the complex conjugate entails a change in sign of frequency.
For example, this sign change influences the outcome of the following index permutation operation28:

χ
(2)
ijk(−ωσ;ω1, ω2) = χ(2)∗

jik(−ω1;ωσ,−ω2) (2.33)

Generally, these expressions hold when the susceptibilities are complex, indicating that any frequency or combination
of frequencies is near a natural resonance frequency of the material. However, susceptibilities can be treated as
real quantities when all the frequencies involved are far removed from the transition frequencies of the nonlinear
medium28. Then equation 2.33 becomes:

χ
(2)
ijk(−ωσ;ω1, ω2) = χ

(2)
jik(−ω1;ωσ,−ω2) (2.34)

This is the full permutation symmetry (or overall permutation symmetry29 , pp. 122).
When the susceptibility exhibits negligible dispersion over the entire frequency range of interest, the cartesian
subscripts and frequencies are decoupled, and consequently they could be permuted independently without changing
the susceptibility:

χ
(2)
ijk(−ωσ;ω1, ω2) = χ

(2)
jki(−ωσ;ω1, ω2) = χ

(2)
kij(−ωσ;ω1, ω2) = χ

(2)
ijk(−ωσ;ω1, ω2)

= χ
(2)
ikj(−ωσ;ω1, ω2) = χ

(2)
jki(−ωσ;ω1, ω2) = χ

(2)
kij(−ωσ;ω1, ω2)

(2.35)

This is known as the Kleinman symmetry. Besides frequencies being far from any material resonance, this symmetry
requires that there be no resonance between any of the frequencies, such as an absorption line.
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Moreover, for the process of second harmonic generation, the nonlinear optics community generally writes the
nonlinear polarization density in terms of a third-rank tensor29 d

(2)
ijk, which is often defined†† as follows

dijk(−ωσ;ω1, ω2) = 1
2χ

(2)
ijk(−ωσ;ω1, ω2) (2.36)

χ
(2)
ijk has 27 components, however, symmetry properties‡‡ lead to a decrease in the number of its components.

Due to the intrinsic permutation symmetry, the pairs of indices (j, ω1) and (k, ω2) in χ
(2)
ijk(−ωσ;ω1, ω2) are

freely interchangeable. In addition, the susceptibility is invariant to the permutation of j and k indices for the
second harmonic generation process. Hence, for SHG processes, the third-rank tensor dijk(−2ω;ω, ω) could be
expressed as a 3× 6 matrix dim(−2ω;ω, ω). Thus there are 18 independent components of the dijk(−2ω;ω, ω) =
dim(−2ω;ω, ω) where the indexm takes the values 1-6 with the following correspondence to the pairs of cartesian-
axis labels:

Table 2.1: Relationship between the indices of the χijk and dim element. The index m is defined in terms of the
indices j and k. For, example, 1

2χXXZ = dXXZ = d15 where m = 5 when j = X and k = Z

m 1 2 3 4 5 6

jk XX Y Y ZZ
ZY ZX XY

Y Z XZ Y X

Regarding the spatial symmetry, nonlinear susceptibilities also reflect the structural symmetry of the material.
Table 2.2 shows different d-matrix for different symmetry classes of uniaxial crystals. This table is useful for
calculating the nonlinear polarization vector. Finally, all materials that possess a center of inversion symmetry
(centrosymmetric materials) do not display second-order nonlinearities except in regions of discontinuity such as
surfaces or interfaces.§§

The following section¶¶ will focus on the application of Density Functional Theory (DFT) to model solid-state
materials, exploring the underlying physics and associated approximations.

††There are several similar definitions in the literature, see for example Ref. 26, pp. 67.
‡‡There are several properties 11 26 of the nonlinear susceptibility that relate the various components of χ(2), such as the reality of the

fields and intrinsic permutation symmetry. When the oscillation frequencies of the interacting electric fields are far away from any material
resonances, the components of χ(2) are mainly frequency-independent. This scenario allows us to apply two additional symmetry properties:

overall permutation symmetry and Kleinman’s symmetry, which have been mentioned earlier.
§§This is a consequence of deriving the susceptibility in the dipole approximation within the perturbation Hamiltonian. In liquids and vapors,

isotropic materials with centers of symmetry, a second-order process may occur when a transition matrix element between two states of equal
parity—states that are forbidden in the electric dipole approximation—is nonzero, owing to an electric quadrupole-allowed transition. However,
such transition is very weak.

¶¶While this section emphasizes the quantum mechanical description of solids, it is important to note that many of the concepts discussed can
be applied to molecules as well.
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Table 2.2: d-Matrix (dim = 1
2χ

(2)
ijk) for uniaxial crystals.

Symmetry Class General conditions Kleinman

3

 d11 −d11 0 d14 d15 −d22

−d22 d22 0 d15 −d14 −d11

d31 d31 d33 0 0 0


 d11 −d11 0 0 d15 −d22

−d22 d22 0 d15 0 −d11

d15 d15 d33 0 0 0


3m

 0 0 0 0 d15 −d22

−d22 d22 0 d15 0 0
d31 d31 d33 0 0 0


 0 0 0 0 d15 −d22

−d22 d22 0 d15 0 0
d15 d15 d33 0 0 0


6

 d11 −d11 0 0 0 −d22

−d22 d22 0 0 0 −d11

0 0 0 0 0 0


 d11 −d11 0 0 0 −d22

−d22 d22 0 0 0 −d11

0 0 0 0 0 0


6m2

 0 0 0 0 0 −d22

−d22 d22 0 0 0 0
0 0 0 0 0 0


 0 0 0 0 0 −d22

−d22 d22 0 0 0 0
0 0 0 0 0 0


6,4

 0 0 0 d14 d15 0
0 0 0 d15 −d14 0
d31 d31 d33 0 0 0


 0 0 0 0 d15 0

0 0 0 d15 0 0
d15 d15 d33 0 0 0


6mm,4mm

 0 0 0 0 d15 0
0 0 0 d15 0 0
d31 d31 d33 0 0 0


 0 0 0 0 d15 0

0 0 0 d15 0 0
d15 d15 d33 0 0 0


622, 422

0 0 0 d14 0 0
0 0 0 0 −d14 0
0 0 0 0 0 0


0 0 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0


4

 0 0 0 d14 d15 0
0 0 0 −d15 d14 0
d31 −d31 0 0 0 d36


 0 0 0 d14 d15 0

0 0 0 −d15 d14 0
d15 −d15 0 0 0 d14


32

d11 −d11 0 d14 0 0
0 0 0 0 −d14 −d11

0 0 0 0 0 0


d11 −d11 0 d14 0 0

0 0 0 0 −d14 −d11

0 0 0 0 0 0


42m

0 0 0 d14 0 0
0 0 0 0 d14 0
0 0 0 0 0 d36


0 0 0 d14 0 0

0 0 0 0 d14 0
0 0 0 0 0 d14


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2.3 Modelling material properties (in brief)
A solid-state material (or, a solid) is a collection of heavy, positively charged particles (nuclei) and lighter, negatively
charged particles (electrons). Having N nuclei implies dealing with a problem of N + ZN electromagnetically
interacting particles (Z represents atomic number); this is a many-body problem. In fact, modelling materials in a
atomic level requires quantum mechanics, which leads to a quantum many-body problem. The exact many-particle
Hamiltonian for this system is:

Ĥ = −ℏ
2

2
∑

i

∇2
Ri

Mi
− ℏ

2

2
∑

i

∇2
ri

me

− 1
4πϵ0

∑
i,j

Zie
2

∥Ri − rj∥
+ 1

8πϵ0

∑
i,j

e2

∥ri − rj∥
+ 1

8πϵ0

∑
i,j

ZiZje
2

∥Ri − rj∥

(2.37)

Here, the mass of the nucleus at Ri is Mi, the electrons have mass me and are at ri. Additionally, ℏ is the reduced
Planck constant, and Zi represents the atomic number of the nucleus i. Equation (2.37) involves five terms: the
first term is the kinetic energy operator for the nuclei, the second for the electrons; the last three terms describe the
Coulomb interaction between electrons and nuclei, between electrons and other electrons, and between nuclei and
other nuclei. It is a common practice to write equation (2.37) using atomic units (i.e., me = e = a0 = ℏ = 1):

Ĥ = −1
2
∑

i

∇2
Ri

Mi
− 1

2
∑

i

∇2
ri

me

−
∑
i,j

Zi

∥Ri − rj∥
+ 1

2
∑
i,j

1
∥ri − rj∥

+ 1
2
∑
i,j

ZiZj

∥Ri − rj∥

(2.38)

Having defined the Hamiltonian, we can study the evolution of the quantum many-body system through the so-called
time-dependent Schrödinger equation30:

i
∂

∂t
Ψ(x, t) = ĤΨ(x, t) (2.39)

Here, x ≡ {r1, s1, . . . , rN , sN ; R1, S1, . . . ,RM , SM} represents all the position coordinates and spins of all nuclei
and electrons.
Because the potential only depends on the position but not on time, the wavefunction Ψ is separable into a time-
dependent and a time-independent part with separation constant E. The time-independent Schrödinger equation for
the many-problem is then:

Ĥψ(x) = Eψ(x) (2.40)

This equation has an infinite collection of solutions ψκ with eigenvalue Eκ. Then the general solution is a linear
combination of the separable solutions:

Ψ(x, t) =
+∞∑

κ

Cκ ψκ(x) exp
(
−iEκ

ℏ
t

)
(2.41)

where Cκ is a coefficient of this series.
In quantum mechanics, every physical situation that one want to study is completely defined by its Hamiltonian
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Ĥ . Every stationary solution, for example equation (2.40), of such a problem is described by a state ψκ that is
an eigenstate of that Hamiltonian31. We can rewrite equation (2.40) in order to be in agreement with the previous
statement:

Ĥψκ(x) = Eκψκ(x) (2.42)

Physical systems always have boundary conditions, leading to a discrete but infinite set of eigenvalues. The symbols
κ stands for one or more quantum numbers. A common approximation is to assume periodic boundary conditions,
which treats crystals as infinitely repeating units. Bloch’s theorem tells how this can be done for a Hamiltonian that
has a lattice periodicity24. The theorem says: Any eigenfunction ψ(r) can be written as a product of a plane wave
and a function with the periodicity of the Bravais lattice:

ψn,k(r) = exp (ik · r) un,k(r) (2.43)

where
un,k(r + R) = un,k(r) (2.44)

Bloch states of equation (2.43) are defined by two indices n and k which represent the band index and the crystal
momentum, respectively. The dependence of the Bloch states which respect to k can be limited to the first Brillouin
zone (FBZ) of the reciprocal space without any loss of information24. The index n corresponds to the appearance
of independent eigenstates of different energies but with the same k. R is a translation vector that characterizes the
crystal. This vector is a linear combination of the three vectors of the unit cell, which reads as follows:

R = n1a1 + n2a2 + n3a3 (2.45)

Here, the coefficients n1, n2, n3 are integers, and the periodicity of the lattice is dictated by the primitive lattice
vectors a1,a2,a3. Purposely, equation (2.45) provides insights into the lattice space that characterizes the crystals.
As we have primitive lattice vectors, there are reciprocal lattice vectors G:

G = m1b1 +m2b2 +m3b3 (2.46)

The coefficients m1,m2,m3 are integers, and bi are the reciprocal vectors that characterize the reciprocal space.
They can be calculated from the lattice vectors as follows:

bi = 2π
Ω aj × ak (2.47)

where Ω is the volume of the unit cell. From equations (2.45) and (2.47), we can easily get the following relation:

ai · bj = 2πδij (2.48)

Regarding the periodic boundary condition, it is known as the Born-von Karman boundary condition24. The
condition can be stated as:

ψ(r +Niai) = ψ(r) (2.49)
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where ai are the primitive lattice vectors andNi are integers of orderN1/3 whereN = N1N2N3 is the total number
of primitive cells in the crystal. The quantum number k can be composed from the reciprocal lattice vectors with
(non-integer) coefficients xi:

k = x1b1 + x2b2 + x3b3 (2.50)

Through relation (2.48), the Bloch’s theorem then gives exp (i2πxiNi) = 1. Thus, xi = mi

Ni
. Consequently, the

allowed Bloch wave vectors are given by:

k =
3∑

i=1

mi

Ni
bi (2.51)

with mi integers.
The calculation of many properties requires the evaluation of integrals over the Brillouin zone in reciprocal

space. Within such discrete domain, the integral of a function f(k) is approximated as follows:

1
ΩBS

∫
f(k)dk ≈

∑
k

wkf(k) (2.52)

where ΩBS is the volume of the Brillouin zone. This integral is approximately equal to the weighted sum over the
k-points of the first Brillouin zone.

Coming back to equation (2.39), all the physical observables of the system can be deduced from the eigen-
functions and eigenvalues of this equation. However, calculating such eigenfunctions and eigenvalues is not such a
straightforward task. In order to find acceptable solutions, we will need to make approximations at 3 different levels:
Born-Oppenheimer approximation; Density Functional Theory; and solving the equation.

The Born-Oppenheimer approximation: Since the nuclei are much heavier and therefore much slower than
electrons, we can “freeze” them at fixed positions and assume the electrons to be in instantaneous equilibrium with
them. Consequently, we can regarded nuclei as “external” to the electron cloud. We now deal with a collection of
NZ interacting negative particles moving in the external potential of the nuclei. With this approximation, we can
rewrite the Hamiltonian as follows:

Ĥ = T̂ + V̂ + V̂ext (2.53)

We are left with the kinetic energy of the electron gas, the potential energy due to electron-electron interactions and
the potential energy of the electrons in the (now external) potential of the nuclei.

Density Functional Theory: While the Born-Oppenheimer approximation eases the complexity of the quantum
many-body problem for solids, Density Functional Theory (DFT) reduce equation (2.53) to an approximate but
tractable form. DFT has been formally established in 1964 by two theorems due to Hohenberg and Kohn32:

(1) There is a one-to-one correspondence between the ground-state density ρ(r) of a many-electron system (atom,
molecule, solid) and the external potential V̂ext . An immediate consequence is that the ground-state expectation
value of any observable Ô is a unique functional of the exact ground-state electron density:

⟨Ψ|Ô|Ψ⟩ = O[ρ] (2.54)



CHAPTER 2. PRELIMINARIES: THEORETICAL AND EXPERIMENTAL ASPECTS 23

(2) For Ô being the Hamiltonian Ĥ , the ground-state total energy functional H[ρ] ≡ EVext
[ρ] is of the form:

EVext
[ρ] = ⟨Ψ|T̂ + V̂ |Ψ⟩︸              ︷︷              ︸

FHK [ρ]

+ ⟨Ψ|V̂ext|Ψ⟩ (2.55)

= FHK [ρ] + ⟨Ψ|V̂ext|Ψ⟩ (2.56)

where the Hohenberg-Kohn density functional FHK [ρ] is universal for any many-electron system. EVext
[ρ] reaches

its minimal value (equal to the ground-state total energy) for the ground-state density corresponding to Vext.
The one-to-one correspondence secures that the electron density contains as much information as the wavefunc-

tions. Hence, solely using the density, we can retrieve all observable quantities. Second, the universality of FHK [ρ].
Because FHK [ρ] does not contain information on the nuclei and their position, it is a universal functional for any
many-electron system. Third, the second theorem implies using the variational principle of Rayleigh-Ritz33 in order
to find the ground-state density. Out of the infinite number of possible densities, the one which minimizes EVext

[ρ]
is the ground-state density corresponding to the external potential Vext. FHK [ρ] should be known in order to find
the ground-state density. To circumvent this situation, there is an alternative procedure to obtain the ground state
density: the equations of Kohn-Sham (KS)34:

The exact ground-state density ρ(r) of an N -electron system is:

ρ(r) = 2
Ne/2∑

i

φ∗
i (r)φi(r) (2.57)

where the single-particle wavefunctions φi(r) are theNe/2 lowest-energy solutions of the Kohn-Sham equation (Ne

is the number of electrons):
ĤKSφi(r) = εiφi(r) (2.58)

where the Kohn-Sham Hamiltonian is given by:

ĤKS = T̂0 + V̂H + V̂xc + V̂ext

= −1
2∇

2
i +

∫
dr

′ ρ(r′)
∥r− r′∥

+ Vxc + Vext

(2.59)

T̂0 represents the kinetic energy operator of a non-interacting electron gas, V̂H is the Hartree potential operator, V̂ext

is the external potential operator, and V̂xc is the exchange-correlation potential operator. The exchange-correlation
potential is written in terms of the functional derivative:

Vxc = δExc[ρ]
δρ

(2.60)

In the KS approach, the many body problem of interacting electrons and nuclei is mapped to a one-electron reference
system that leads to the same density as the real system.

Aside from the Born-Oppenheimer approximation, no other approximations are considered. Up to this point, the
Kohn-Sham approach, described earlier, is exact. However, it relies on the exchange-correlation functional, which
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is unfortunately unknown in its exact form. This is where approximations become necessary. In the case where we
assume that the exchange energy is completely local, i.e., it depends only on the density at the same location, we
obtain the local density approximation (LDA). In this case, the exchange-correlation functional has the following
form:

ELDA
xc [ρ] =

∫
dr ρ(r) εxc(ρ(r)) (2.61)

The function εxc describes the exchange-correlation (xc) energy of a homogeneous electron gas, and is numerically
known35. The Local Density Approximation (LDA) makes a simplifying assumption about the exchange-correlation
functional. It proposes that the exchange-correlation energy for a specific electron density can be calculated by
breaking the material down into tiny volumes, each with a constant density. Each of these tiny volumes contributes
an amount equal to the exchange-correlation energy of an identical volume filled with a homogeneous electron gas.

In order to take into account non-homogeneities in the electron density, a semi-local approximation that depends
on the gradient of the density is often used. Improve on LDA entails to include the exchange-correlation contribution
of every infinitesimal volume not only dependent on the local density in that volume, but also on the density in
the neighbouring volumes. This approximation is therefore called the Generalized Gradient Approximation (GGA).
GGA functionals have often been parameterized by fitting experimental data, but were then restricted in their
application to certain systems.

However, parameter-free functionals can be used in a wide range of systems. Some of the most commonly used
examples of such ab-initio functionals are those developed by Perdew, Burke, and Ernzerhof (PBE)36. Purposely,
the general form of a GGA functional reads as follows:

EGGA
xc [ρ] =

∫
dr ρ(r) εxc(ρ(r))Rxc (ρ,∇ρ) (2.62)

where Rxc is the enhancement factor that depends on the electron density and its gradient.
The equations presented for the exchange-correlation functional, (2.61) and (2.62), intentionally focus on the

spin-unpolarized case. However, it is important to note that spin-polarized versions of these equations can be
derived36.

Solving the equations: We end up with an infinite set of one-electron equations of the following type:(
−1

2∇
2 +

∫
dr

′ ρ(r′)
∥r− r′∥

+ Vxc + Vext

)
φnk(r) = εnkφnk(r) (2.63)

where the exchange-correlation potential is given by LDA, GGA, or another approximation. The band index n is of
the order of the number of electrons per unit cell. εnk are the eigenvalues (energies) of the Kohn-Sham Hamiltonian.
To solve equation (2.63), we mainly focus on finding coefficients Ci,p needed to express φi in a given basis set ϕp:

φnk =
P∑

p=1
Ck

n,p ϕp (2.64)

The wavefunctions φnk belong to a function space which has an infinite dimension, P is therefore in principle
infinite. In practice, one works with a limited set of basis functions. Such a limited basis will never be able to
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describe φnk exactly, but one could try to find a basis that can generate a function that is “close” to φnk. Finally,
this scenario reduces to a diagonalization matrix problem.

The Kohn-Sham equations involve a self-consistency problem because both the Hartree operator (V̂H ) and the
exchange-correlation operator (V̂xc) depend on the electron density (ρ(r)). This density, in turn, is determined by
the Kohn-Sham orbitals (ϕnk) we are solving for. In simpler terms, the solutions (ϕnk) influence the Hamiltonian
(ĤKS), creating a situation where the equation cannot be written down and solved definitively before its solution is
known. An iterative procedure is needed to escape from the paradox. First, some starting density ρ0 is guessed, and
a Hamiltonian ĤKS1 is constructed with it. The eigenvalue problem is solved, and results in a set of {ϕnk}1 from
which a density ρ1 can be derived. Most probably ρ0 will differ from ρ1. Now ρ1 is used to construct ĤKS2 , which
will yield a ρ2, and so on until a tolerance value is satisfied. The final density that fulfills the tolerance criterion is
then consistent with the Hamiltonian.

2.3.1 Representation of the Kohn-Sham wavefunctions

In DFT calculations, we generally encounter these three representations of the KS wavefunctions: real space (RS),
plane waves (PWs), and linear combinations of atomic orbitals (LCAOs). For RS representations, the wavefunctions
are directly calculated at a specific number of grid points within the material. In contrast, in PW and LCAO modes,
wavefunctions are expanded in a plane-wave basis set and an atomic orbital basis set, respectively. To calculate the
material properties of LiNbO3, we will focus on two key representations: PW and LCAO.

In the PW representation, all cell-periodic functions are expanded in plane waves (i.e., Fourier analysis); for
example, uik can be written as follows:

unk = 1√
Ω

∑
G

Ck
nG exp (iG · r) (2.65)

where Ω is the volume of the unit cell. Consequently, the expansion of the wavefunction in the same basis is then:

φnk = 1√
Ω

∑
G

Ck
nG exp (i(G + k) · r) (2.66)

In practice we cannot work with an infinite basis set, and will have to limit it somehow. For planes waves, we can
simply choose all G with ∥G∥ < ∥Gmax∥. This corresponds to a sphere with radius ∥Gmax∥ centered at the origin
of reciprocal space. All reciprocal lattice vectors that are inside this sphere are taken into the basis set. Instead of
∥Gmax∥, the free electron energy corresponding to |G + k| is specified as a criterion to determine the number of
plane-wave basis functions:

1
2 |G + k|2 < Ecutoff (2.67)

This is called the cut-off energy. In order to represents Kohn-Sham (KS) wavefunctions using Bloch waves, we
will need a finite number of points in the reciprocal space. A Monkhorst-Pack sampling of special k-points37,38 is
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performed as it is an unbiased method to select these points in an equally spaced mesh:

k(n1, n2, n3) =
3∑

i=1

2ni −Ni − 1
2Ni

bi (2.68)

Wavefunctions are particularly sharp when they are located close to the nuclei since valence wavefunctions must
oscillate rapidly in order to satisfy the orthogonality condition with core wavefunctions. This requires a very fine
grid or many plane waves to accurately describe these sharp features.

One way to avoid this problem is to use pseudopotentials39. These replace the core electrons and nuclei with
a smoother potential, allowing calculations to focus only on the valence electrons. This significantly reduces the
number of basis set functions.

Additionally, this method reduces the number of wavefunctions to be calculated, since the pseudopotentials
only have to be calculated and tabulated once for each type of atom, so that only calculations on the valence states
are needed. Within the pseudopotential approach, we can neglect relativistic effects since valence electrons are
non-relativistic. The pseudopotentials describing core states are of course constructed with full consideration of
relativistic effect. However, this method obscures the information of the wavefunctions near the nucleus. The picture
of the full wavefunction close the nuclei is lost.

The augmented-plane-wave (APW) method40 tackles the challenge of efficiently describing full electron wave-
functions. The method achieves this by dividing space into two key regions: atom-centered augmentation spheres,
and bonding region outside the sphere. In the former, the wavefunctions are treated like atomic-like partial waves.
Regarding the latter, envelope functions are used to describe the wavefunctions.

An alternative approach exists: the projector augmented wave (PAW) method41. The PAW method offers a
more powerful framework that encompasses the augmented plane wave (APW) method as a specific case, and the
pseudopotential method as a well-defined approximation42. This means that PAW can handle a wider range of
electronic structure problems while incorporating the strengths of both these established methods.

The PAW method establishes a linear transformation T̂ that maps an auxiliary smooth wavefunction |φ̃κ⟩ onto
the Kohn-Sham single particle wavefunction |φκ⟩:

|φκ⟩ = T̂ |φ̃κ⟩ (2.69)

where κ is the quantum state label, containing a k index, a band index, and a spin index. This transformation yields
the transformed KS equations:

T̂ †ĤKST̂ |φ̃κ⟩ = εκT̂ †T̂ |φ̃κ⟩ (2.70)

which needs to be solved instead of the usual KS equation. To ensure clarity and maintain consistency with established
Projector Augmented Wave (PAW) literature, this chapter employs the tilde symbol to represent quantities associated
with auxiliary terms, such as |φ̃κ⟩, within the PAW method. This distinction is crucial to avoid ambiguity with
Chapters 3 and 4, where the tilde conventionally signifies the Fourier transform in the time domain.

The transformation operator is given by the following expression:

T̂ = 1 +
∑

a

∑
i

(
|ϕα

i ⟩+
∣∣ϕ̃α

i
〉)
⟨p̃α

i | (2.71)
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where α is an atom index. We obtain the all electron KS wavefunction φκ(r) = ⟨r|φκ⟩ from the transformation:

φκ(r) = φ̃κ(r) +
∑

α

∑
i

(
ϕα

i (r) + ϕ̃α
i (r)

)
⟨p̃α

i |φ̃κ⟩ (2.72)

where the smooth (and thereby numerically convenient) auxiliary wavefunction is calculated through solving the
eigenvalue equation (2.70). Equation (2.72) entails three components: partial waves ϕα

i (r); the smooth partial waves
ϕ̃α

i (r); and the smooth projector function p̃α
i (r). ϕα

i (r) are the atom-centered partial waves used to expand the
all-electron wavefunction within the augmentation region:

|φa
κ⟩ =

∑
i

⟨p̃α
i |φ̃κ⟩ |ϕα

i ⟩ , for |r−Rα| < rα
c (2.73)

The cut-off radii, rα
c should be chosen such that there is no overlap of the augmentation spheres. Regarding the

smooth partial waves
∣∣ϕ̃α

i
〉
, they expand the auxiliary smooth wavefunction |φ̃κ⟩:

|φ̃α
κ⟩ =

∑
i

⟨p̃α
i |φ̃κ⟩

∣∣ϕ̃α
i
〉

, for |r−Rα| < rα
c (2.74)

Purposely, the smooth projector function satisfies the following condition in order to ensure that the one center
expansion of the smooth all electron wave function |φ̃α

κ⟩ reduce to |φ̃κ⟩ itself inside the augmentation sphere defined
by α: ∑

i

∣∣ϕ̃α
i
〉
⟨p̃α

i | = 1 (2.75)

Having separated the different types of waves (i.e., rapid oscillations in some parts of space, and smooth behavior
in other parts of space), these can be treated individually. To improve computational efficiency, the PAW method
separates the wave functions into two components. Localized, atom-centered parts, denoted by a superscript α, are
well-suited for representation on fine radial grids around each atom. Delocalized parts, lacking the superscript α,
are inherently smooth and can be efficiently represented using coarser Fourier- or real space grids.

Finally, for the PAW method to prove to be practical, approximations such as the frozen core approximation are
considered. This approach assumes that core electron states naturally stay close to their corresponding atoms within
the defined spheres. In other words, when atoms come together to form molecules or solids, the core electron states
essentially behave the same way they did in the individual atoms. Thus the core KS states are identical to the atomic
cores states:

|φc
κ⟩ =

∣∣∣ϕα,core
β

〉
(2.76)

where the index κ on the left hand site refers to both a specific atom, α, and an atomic state, β. Consequently, in this
approximation, only valence states are included in the expansions of |φα

κ⟩ and |φ̃α
κ⟩.

We will now focus on the augmented plane wave (APW) method and its successors: linearized augmented plane
wave method (LAPW) and augmented plane Wave method and local orbitals (LAPW+lo).

APW, LAPW, and APW+lo

The APW method is based on the idea that in the region far away from the nuclei, the electrons are more or less
“free”. Free electrons are described by plane waves. Close to the nuclei, the electrons behave quite as they were in
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a free atom, and they could be described more efficiently by atomic-like functions. Consequently, we can explicitly
partition the space into interstitial (I) and muffin-tin (MT) regions, where the wavefunctions are described differently.
The MTs are sphere pf radii RMT centered on atoms labeled α at positions Rα. Purposely, RMT can be different for
different atoms. With this spatial partition, we can expand the KS wavefunctions as follows:

φnk(r) =
∑
G

Ck
nGϕG+k(r) (2.77)

where the sum runs over the reciprocal lattice vectors G(r). The basis functions ϕG+k are defined as follows:

ϕG+k =


∑

l,m AG+k
lmα ulα(rα)Ylm(r̂α) rα ≤ RMT

1√
Ω exp (i(G + k) · r) r ∈ I

(2.78)

Within rα = r −Rα ≤ RMT, the MT part of ϕG+k(r) is expanded in terms of spherical harmonic Ylm(r̂α) and
radial functions ulα(rα). The length of rα is rα, and the angles θ and ϕ specifying the direction of rα in spherical
coordinates, are indicated as r̂α. AG+k

lmα are coefficients that ensure continuity at the sphere boundary.
Additionally, we can approximate the KS potential within the MT region. Since the shape of the potential is

heavily influenced by the nearness of the nucleus, we can assume that the KS potential is spherically symmetric
within the MT region. Thus, to a good approximation, we replace the KS potential by its spherical average V0. The
ulα(rα) are solutions to the radial part of the Schrödinger equation for a free atom α, and this at the energy εnk:[

−1
2
d2

dr2 + l(l + 1)
2r2 + V0(r)− εnk

]
(rulα(r)) = 0 (2.79)

where the parameter εnk corresponds to an eigenvalue in equation (2.63), and l is the angular quantum number31.
Because a discontinuous eigenfunction would lead to an undefined kinetic energy, such a scenario is physically

impossible. Consequently, the plane wave function outside the augmentation sphere must match the function inside
the sphere across its entire surface (in terms of value, but not necessarily its derivative).

Intuitively, matching a smooth, localized function inside the sphere with an oscillating plane wave extending
infinitely might seem incongruous. After all, plane waves have a defined direction and inherent oscillation, contrasting
with the spherical symmetry of the function within the sphere. However, through a clever approach, we can overcome
this apparent mismatch. By expanding the plane wave in spherical harmonics about the origin of the sphere of atom
α, we obtain the following:

1√
Ω

exp (i(G + k) · r) = 4π√
Ω

exp (i(G + k) · rα)
∑
l,m

il jl(∥G + k∥ rα)Y ∗
lm(Ĝ + k)Ylm(r̂α) (2.80)

with the spherical Bessel functions43 jl(kr). We can easily obtain an expression for AG+k
lmα by requiring equation

(2.80) at r = Rα to the equal to the lm-part of equation (2.78):

AG+k
lmα = 4π il√

Ωulα(rα)
exp (i(G + k) ·Rα) jl(∥G + k∥Rα)Y ∗

lm(Ĝ + k) (2.81)
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We can visualize the meaning of a single APW ϕG+k of equation (2.78): it is an oscillating function that runs
through the unit cell. Whenever it encounters an atom on its path, the simple oscillating behaviour is changed into
something more complex inside the MT region of that atom.

Having established the complete APW basis set, we can now utilize it to solve the Kohn-Sham (KS) equation
and obtain the coefficients Ck

nG. To make the problem numerically tractable, we generally impose an upper limit to
represent the Hamiltonian matrices and the overlap matrices: |G + k| < Gmax, where Gmax is a plane-wave cutoff.
This criterion neglects the influence of varying muffin-tin (MT) sphere radii. A more appropriate approach defines
the cutoff using the dimensionless parameter RMTGmax, where RMT represents the smallest sphere radius among all
atomic species in the system.

However, unlike the standard self-consistent approach described earlier, this process presents a significant
challenge. The key issue lies in the energy dependence of the radial function, ulα(rα), as evidenced in equation
(2.79). To accurately describe an eigenstate, ψnk(r), using APWs, we would need to pre-set a radial function with
the exact eigenvalue we are trying to determine (i.e., ulα(rα; εlα)). This circular dependency transforms the KS
equation into a non-linear problem in terms of energy, making its solution far from straightforward.

The most obvious strategy is to make it linear by simply picking one energy εlα for each l in equation (2.79) and
never vary it. This can leads to a problem when describing states that correspond to the same l, but have different
principal quantum numbers n. This problem is solved by treating core and valence electrons separately. Core
electrons are well localized, and we can calculate their wavefunctions independently by solving equation (2.79), or
more commonly the Dirac equation44 with atomic boundary conditions.

Additionally, the energy parameter εlα must be a very good approximation to the actual eigenenergy that
corresponds to a state with the l-type character. Factors such as band dispersion or splitting into bonding and
antibonding states prevents the energy parameter from matching all states with the l-character at the same time.
To overcome this problem, the energy dependence of the basis is linearized. The radial function with the exact
eigenenergy as the energy parameter ε is expressed as45:

ulα(rα; ε) ≈ ulα(rα; εlα) + (εlα − ε)
∂ u(rα; ε)

∂ ε
(2.82)

This expression cannot be applied directly, however, it shows that the improved muffin-tin basis should contain these
two terms. One possibility to implement the energy linearization are through the linearized augmented plane waves
(LAPW) method. According to this method, the basis functions are defined as45:

ϕG+k =


∑

l,m

[
AG+k

lmα ulα(rα; εlα) +BG+k
lmα u̇lα(rα; εlα)

]
Ylm(r̂α) rα ≤ RMT

1√
Ω exp (i(G + k) · r) r ∈ I

(2.83)

where u̇lα(rα; εlα) = ∂ u(rα;ε)
∂ ε , and the prefactors AG+k

lmα and BG+k
lmα are chosen in a such way that ϕG+k is smooth

and continuous at the muffin-tin boundary.
The linearization of ulα(rα; ε) can be performed in different manner46. Additionally, we can define APWs with
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frozen energy parameters along with new basis functions47:

ϕµ(r) =

δααµ
δllµ

δmmµ
[aµulα(rα; εlα) + bµu̇lα(rα; εlα)]Ylm(r̂α) rα ≤ RMT

0 r ∈ I
(2.84)

where the coefficients aµ and bµ fulfill two conditions: ϕµ = 0 at the MT boundary and
∫

Ω |ϕµ|2 dr = 1. These
functions are called local orbitals. A local orbital is defined for a particular l and m, and for a particular atom α. A
local orbital is zero in the interstitial region and in the muffin tin spheres of other atoms, hence its name local orbital.
Using this APW+lo basis, the wavefunction is represented as:

φnk(r) =
∑
G

Ck
nGϕG+k(r) +

∑
µ

Ck
nµϕµ(r) (2.85)

The wavefunction within the MT region enclosing atom α then reads:

φnk(r) =
∑
G

∑
l,m

Ck
nGA

G+k
lmα ulα;εlα

(rα)Ylm(r̂α) +
∑

µ

∑
l,m

Ck
nµδααµ

δllµ
δmmµ

[
aµulα(rα; εlα)

+bµu̇lα(rα; εlα)
]
Ylm(r̂α)

(2.86)

Both APW+lo and LAPW offer significant advancements over the original APW method. While APW+lo generally
achieves higher accuracy, it necessitates the introduction of additional basis functions, making it computationally
less favorable for high-angular momentum (l) channels. Consequently, a practical approach utilizes APW+lo for
low-l states and LAPW for high-l states. This strategy is implemented in Exciting47, for instance.

Kohn-Sham (KS) equations provide a powerful framework to elucidate the electronic structure of materials.
Solving these equations self-consistently grants access to KS eigenenergies and wavefunctions. These equations
provide the formal machinery for finding the electron density and corresponding total energy within DFT. However,
for excited-state properties, such as absorption spectra, limitations arise due to the inherent focus of DFT on the
ground state.

Consequently, additional considerations become necessary for accurate descriptions. For example, we are inter-
ested in calculating the dielectric function and second-order susceptibility tensor of LiNbO3, which are excited-state
properties of this material. We need an accurate description of the electronic structure, occupied and unoccupied
bands, before calculating those excited-state properties. We will now explore approaches to address these limitations.

Significant theoretical effort has been devoted to the subject of correcting the excited-state spectrum of electronic
systems resulting from DFT calculations48. It is a well-known problem that the LDA or GGA utilized within
the Kohn-Sham formalism leads to a substantial underestimate of calculated band gaps∗∗∗ in semiconductors and
insulators. Differences from experiment are typically about 50%, but deviations as large as 100% also occur49.

In DFT, independent electrons interacts solely via an exchange-correlation potential: “bare” electrons. To ad-
dress this limitation, we can incorporate the electron “cloud” that screens the “bare” electrons, treating them as

∗∗∗The band gap is the difference between the conduction band minimum (CBM) and the valence band maximum.
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quasiparticles. An intuitive picture of the quasiparticle concept consists in considering that when a “bare” particle
(an electron or a hole) enters in a system of interacting electrons, it perturbs the other particles in its neighborhood
and hence it gets “dressed” with a charged (positive or negative) cloud and hence becomes a quasiparticle.

The goal is to compute the quasiparticle corrections to the single-particle Kohn-Sham (KS) eigenvalues obtained
from DFT calculations. A prominent approach for such corrections can be the Many-body perturbation theory that
is based on Green’s functions (G)50. Green’s function theory and the quasiparticle concept constitute an elegant
alternative to DFT to solve the many-body problem. Here, we only focus on the 1-particle Green’s function:
G(r1, t1, r2, t2). This expression describes both the propagation of an extra electron and an extra hole. In fact, the
time evolution of the Green’s function is governed by the electron addition/removal energies from the N -electron
ground-state (we move from a N to N + 1 description).

In the GW approximation51, we obtain that the self-energy Σ in terms of the single particle Green’s function G
and W̄ , which is defined as the difference between screened and the bare Coulomb potential (i.e., W = W − V ),
can be truncated after the first term: Σ = iGW , where G and W are calculated through the Hedin’s equations51. In
principle Hedin’s equations have to be solved self-consistently, where in the first iterationG(0) is the non-interacting
Green’s function constructed with the KS eigenenergies and eigenstates. However, we can perform only one GW
iteration step, which is commonly referred to the G0W0 method.

After calculating the self-energy Σ(0), we can calculate the quasiparticle spectrum52:

εQP
nk = εnk + ZnkRe ⟨φnk|Σ(0)(εnk) + Vx − Vxc |φnk⟩ (2.87)

where Vxc is the Kohn-Sham exchange-correlation potential, Vx is the nonlocal Hartree-Fock exchange potential
(“bare” potential), and the renormalization factor Znk is given by:

Znk =
(

1− Re ⟨φnk|
∂

∂ω
Σ(0)(ω)|ω=εnk |φnk⟩

)−1
(2.88)

Finally, the orbital energies are updated from εnk to εQP. All in all, we map the true problem of N interacting
electrons on a 1-body “quasiparticle” equation with a “self-energy”.

The scissor correction is another widely employed technique to address the discrepancy of band gaps53. The
scissor correction can be applied by referencing the band gap to either a more reliable theoretical value from G0W0

calculations54 or an experimental value derived from optical measurements55. The conduction band ground-state
(GS) orbital energies are shifted by ∆εScissor:

εnk = εDFT
nk + (1− fnk)∆εScissor (2.89)

where fnk is the Fermi occupation factor equal to one for occupied states and zero for unoccupied states.

2.3.2 Optical properties

With a better description of energy orbitals by either using G0W0 or scissor operator, we can now focus on the
methods to calculate optical responses of materials.
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We can extend DFT in order to calculate excited states and time-dependent processes, such as transport phenomena
and conduction56, this approach is known as time-dependent density functional theory (TD-DFT). The generalization
of the basic formalism of DFT to the time-dependent case is due to Runge, Gross and Kohn57, who developed a
method similar to the Hohenberg-Kohn-Sham theory for time-dependent potentials. This theorem establishes a
one-to-one correspondence between the time-dependent electron density ρ(r, t) and the external potential Vext(r, t).
This implies that all observable properties of the system can be derived as functionals of the time-dependent density.
Additionally, we can find the time-dependent Kohn-Sham equations58:[

−1
2∇+ Vtot(r, t)

]
φnk(r, t) = i

∂

∂t
φnk(r, t) (2.90)

where

Vtot(r, t) = Vext(r, t) +
∫
dr

′ ρ(r′
, t)

∥r− r′∥
+ Vxc(r, t) + Vext(r, t) (2.91)

We can use the linear response theory to study the effect of a small perturbation Vext(r, t) on the system. In the
linear approximation, the induced charge density is related to the external potential59:

ρind(r, t) =
∫
dr

′
∫
dt

′
χ(1)

ρρ (r, r
′
, t− t

′
)Vext(r

′
, t

′
) (2.92)

Here, χ(1)
ρρ (r, r′

, t− t′) is the microscopic, linear density response function, specifically formulated for the electron
density in Time-Dependent Density Functional Theory (TD-DFT). It is important to note that TD-DFT deals primarily
with longitudinal (scalar) perturbations, leading to a longitudinal response60. A key distinction exists between the
macroscopic susceptibility, χ(1)

ij , and the microscopic density response function, χ(1)
ρρ . While χ(1)

ij captures both
the longitudinal and transverse macroscopic responses, χ(1)

ρρ only accounts for the longitudinal response at the
microscopic level. We will explore how to extract both the longitudinal and transverse macroscopic responses from
the microscopic longitudinal density response function.

In condensed matter theory, we frequently study systems represented by an independent-particle electronic
structure subject to an external perturbation. In this case, the non-interacting density response function χ(0)

ρρ is given
by the following expression59:

χ(0)
ρρ (r, r′, ω) =

BZ∑
k,q

∑
n,n′

fnk − fn′k+q

ω + εnk − εn′k+q + iη
φ∗

nk(r)φn′k+q(r)φnk(r′)φ∗
n′k+q(r′), (2.93)

where fnk is the occupation number of the single-particle orbital. χ(0)
ρρ describes the linear response of the non-

interacting Kohn-Sham system, where φnk is the Kohn-Sham wave functions. We can express χ(0)
ρρ in a plane-wave

representation for translation invariant systems, where the Fourier coefficients, derived by Adler61 and Wiser62, are
given by:

[
χ(0)

ρρ (q, ω)
]

GG′
= 1

Ω

BZ∑
k

∑
n,m

fnk − fmk+q

ω + εnk − εmk+q + iη
⟨φnk|e−i(q+G)·r|φmk+q⟩⟨φnk|ei(q+G′)·r′

|φmk+q⟩ (2.94)
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The interacting density response function χ(1)
ρρ is connected to the non-interacting response function via the Dyson-

like equation58:
χ(1)

ρρ = χ(0)
ρρ + χ(0)

ρρ (V + fxc)χ(1)
ρρ (2.95)

This can be written more explicitly as:

χ(1)
ρρ (r, r′, ω) = χ(0)

ρρ (r, r′, ω)

+
∫
dr

′′
∫
dr

′′′
[
χ(0)

ρρ (r, r
′′
, ω)

(
V (r

′′
, r

′′′
) + fxc(r

′′
, r

′′′
, ω)
)
χ(1)

ρρ (r
′′′
, r

′
, ω)
] (2.96)

Here, V and fxc represent the Coulomb and exchange-correlation interaction. A frequently used approximation to
solve equation (2.95) is the Random Phase Approximation (RPA). In essence, RPA treats the exchange-correlation
term, fxc, as zero. This simplification leads equation (2.95) to the following form:

χ(1)
ρρ = χ(0)

ρρ + χ(0)
ρρ V χ

(1)
ρρ (2.97)

By Fourier transform, equation (2.96) in reciprocal space becomes63:[
χ(1)

ρρ (q, ω)
]

GG′
=
[
χ(0)

ρρ (q, ω)
]

GG′
+
∑

G1G2

[
χ(0)

ρρ (q, ω)
]

GG1

(
VG1G2(q)

) [
χ(1)

ρρ (q, ω)
]

G2G′
(2.98)

where VG1G2(q) is given by:
VG1G2(q) = 4π

|q + G1|2
δG1G2 (2.99)

This is the Coulomb potential in the reciprocal space.
With a description of the full interacting response function in terms of the non-interacting response function, we

can obtain the dielectric matrix through the following expression58:[
ϵ−1

ρρ (q, ω)
]

GG′ = δGG′ + 4π
|q + G|2

[
χ(1)

ρρ (q, ω)
]

GG′
(2.100)

Using the RPA, equation (2.100) is given in terms of the non-interacting response function as follows:[
ϵRPA

ρρ (q, ω)
]

GG′ = δGG′ − 4π
|q + G|2

[
χ(0)

ρρ (q, ω)
]

GG′
(2.101)

In equation (2.100), we may perform the matrix inversion of the dielectric matrix element by element. In RPA, we
assume that the phase of the off-diagonal elements are randomized so that the inverse of the matrix is the inverse of
its elements. Recalling the distinction between reciprocal and real space,

[
ϵRPA

ρρ (q, ω)
]

GG′ represents a matrix in
reciprocal space containing coefficients of the Fourier expansion. In contrast, the real space counterpart is a scalar
function, specifically the longitudinal dielectric function.

We can obtain the macroscopic longitudinal dielectric function using equation (2.101) as follows:

ϵL(q, ω) = 1[
ϵ−1

ρρ (q, ω)
]

G=0 G′=0
(2.102)
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However, equation (2.102) is not directly applicable for second-harmonic generation (SHG) because it deals with
transverse electric fields. We calculate the linear optical parameters in the dipole approximation (where q → 0) to
calculate the macroscopic transverse dielectric functions. In this limit, we can find 3 axis XYZ, defining a frame in
which the macroscopic dielectric tensor is diagonal ϵij . Applying a longitudinal field (E) parallel to one of these
axis leads to three quantities:

ϵXX(ω) = lim
q→0

ϵL(q, ω) = lim
q→0

1[
ϵ−1

ρρ (q, ω)
]

G=0 G′=0
E along X (2.103a)

ϵYY (ω) = lim
q→0

ϵL(q, ω) = lim
q→0

1[
ϵ−1

ρρ (q, ω)
]

G=0 G′=0
E along Y (2.103b)

ϵZZ(ω) = lim
q→0

ϵL(q, ω) = lim
q→0

1[
ϵ−1

ρρ (q, ω)
]

G=0 G′=0
E along Z (2.103c)

For example, when the direction of propagation is along the X-axis, ϵXX is the macroscopic longitudinal dielectric
function, while ϵYY and ϵZZ are the macroscopic transverse dielectric functions when q→ 0.

To calculate the nonlinear optical parameters, we employ the theory developed by Sharma and Ambrosch-Draxl17.
This framework allows us to express the second-order susceptibility as17,64:

χ
(2)
ijk(−2ω;ω, ω) = χinter

ijk (−2ω;ω, ω) + χintra
ijk (−2ω;ω, ω) + χmod

ijk (−2ω;ω, ω) (2.104)

where i, j, k are Cartesian coordinate, and χinter
ijk , χintra

ijk , and χmod
ijk represent the interband transitions, the intraband

transitions, and the modulation of the interband terms by intraband terms.
In this case, Sharma and Ambrosch-Draxl17 obtain expressions for each of those terms by averaging based on the

quantum mechanical point of view. Therefore, we can compare directly with experiment after calculating equation
(2.104). Specifically, the interband term is given by64:

χinter
ijk (−2ω;ω, ω) = 1

Ω
∑
n,m

∑
l

l,n,m

∑
k

wk

[
2ri

nmk{r
j
mlkr

k
lnk}

(εlnk − εmlk)(εmnk − 2ω)

− 1
εmnk − ω

[
rk

lmk{ri
mnkr

j
nlk}

εnlk − εmnk
−
rj

nlk{rk
lmkr

i
mnk}

εlmk − εmnk

]] (2.105)

where Ω is the unit cell volume, wk is the weight of k-point, n denotes the valence states, m the conduction states
and l denotes all states (l , n,m). Additionally, εnmk represents the energy difference between energy orbital n
and energy orbital m at k: εnk − εmk. Regarding the intraband and modulation of the interband terms by intraband
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terms, they are given by64:

χintra
ijk (−2ω;ω, ω) = 1

Ω
∑

k

wk

[∑
n,m

∑
l

l,n,m

1
ε2

mnk(εmnk − ω)

[
εlnkr

j
nlk{r

k
lmkr

i
mnk} − εmlkr

k
lmk{ri

mnkr
j
nlk}

]

+ 2
∑
n,m

∑
l

l,n,m

ri
nmk{r

j
mlkr

k
lnk}(εmlk − εlnk)

ε2
mnk(εmnk − 2ω)

− 8i
∑
nm

1
ε2

mnk(εmnk − 2ω)r
i
nmk{r

j
mlkr

k
lnk}

]
(2.106a)

χmod
ijk (−2ω;ω, ω) = 1

Ω
∑

k

wk

[∑
n,m

∑
l

l,n,m

1
ε2

mnk(εmnk − ω)

[
εnlkr

i
lmk{r

j
mnkr

k
nlk} − εlmkr

i
nlk{r

j
lmkr

k
mnk}

]

− i
∑
n,m

ri
nmk{r

j
mnk∆k

mnk}
ε2

mnk(εmnk − ω)

]
(2.106b)

The symbols are defined as:
∆i

mnk = vi
mmk − vi

nnk (2.107)

with vi
nmk being the i component of the electron velocity given by:

vi
nmk = iεnmkr

i
nmk (2.108)

and
{ri

nmkr
j
mlk} = 1

2

(
ri

nmkr
j
mlk + rj

nmkr
i
mlk

)
(2.109)

The position matrix elements between states n and m (ri
nmk) are calculated from the momentum matrix element

pi
nmk using the relation:

ri
nmk = −ip

i
nmk
εnmk

(2.110)

for all εnk , εmk and ri
nmk = 0 otherwise.

In principle, we can evaluate equation (2.104) on the basis of DFT. We will take this approach to obtain the
second-order nonlinear susceptibility for LiNbO3.

Upon all the descriptions provided in this chapter, the nonlinear wave propagation process in uniaxial crystals
for SHG is studied in the following chapters.





Chapter 3

SHG in crystals: Variations in Space and
Time

This chapter is divided into two main sections. First, a review is provided on how nonlinearity in wave propagation
within uniaxial crystals is addressed, as demonstrated by D. Eimerl and collaborators65. A re-derivation of the main
results from such approach can be found in Appendix A. In addition, building upon this theory, temporal effects
are considered using a perturbation approach through Taylor Series, closely following the methodology presented in
"Fundamentals of Nonlinear Optics" (Chapter 10) by P. Powers and J. Haus3. Secondly, different criteria for handling
space- and time-related effects are discussed, alongside the introduction of a simple model based on plane-wave
geometry and an analysis of a conventional light-conversion experiment.

3.1 Wave Equations with Nonlinear source
In this section, we will establish the wave equations governing the propagation of ordinary or extraordinary waves
within a uniaxial crystal, such as LiNbO3. As previously stated in Chapter 2, we will use the Cartesian coordinate
systemXYZ for the principal dielectric axes of the crystal. Additionally, we will introduce a new coordinate system
xyz, which will label coordinates with respect to the propagation system. For example, EX and Ex denote the
components of a vector E(r, t) along the axes X and x, respectively. Purposely, a sum over repeated indices is
implied.

Moreover, second harmonic generation (SHG) process mainly involves two frequencies: the fundamental fre-
quency, denoted as ωf = ω0, and the harmonic frequency, denoted as ωSHG = 2ω0. Thus EX ω0 and Ex ω0 denote the
components of a vector E along the axes X and x for the fundamental frequency, respectively. Having stated these
comments on notation, we will now focus on developing wave equations with emphasis on modelling continuous
(spatial effects) and pulsed (temporal effects) sources of light.

37



38 3.1. WAVE EQUATIONS WITH NONLINEAR SOURCE

3.1.1 Spatial effects in wave propagation

Studying the production of second-harmonic waves within uniaxial crystals entails primarily the following equations
for nonconducting media (see Chapter 2, Sec. 2.1.1):

∇× H(r, t)− ∂

∂t
H(r, t) = 0 (3.1a)

∇× E(r, t) + µ0
∂

∂t
H(r, t) = 0 (3.1b)

∇ ·D(r, t) = 0 (3.1c)

Purposely, ∇ · B = 0 is not taken into account because the focus is on the electric field. However, if one intends
to compute the wave propagation for the magnetic field, then ∇ · B = 0 should be considered instead of equation
(3.1c). On elimination of H from equations (3.1a) and (3.1b), one obtains:

∇×∇× E(r, t) + µ0
∂2

∂t2
D(r, t) = 0 (3.2)

Moreover, the fields D and E are related by the following expression:

D(r, t) = ϵ0E(r, t) + P(r, t) (3.3)

One can decompose the displacement field into its linear and nonlinear parts: D = D(1) + DNL, where D(1) =
ϵ0E + P(1) and PNL is the nonlinear polarization given by the expression (2.24) up to the second-order term.
Consequently, equation (3.3) becomes:

D(r, t) = ϵ0 E(r, t) + P(1)(r, t) + PNL(r, t) (3.4)

In terms of this quantity, the wave equation (3.2) for nonconducting media can be written as:

∇×∇× E(r, t) = −µ0
∂2

∂t2

(
ϵ0E(r, t) + P(1)(r, t) + PNL(r, t)

)
(3.5)

Eimerl et al.65 conducted a theoretical investigation into the second-harmonic process using equation (3.5) within a
time-independent formulation, which entails that the envelope does not depend on time. They write the components
of E as follows:

Ej = 1
2
∑
ωℓ

Ej ωℓ
(r) exp(−iωℓt) + c.c. (3.6)

where j can take the values X , Y , and Z, and ωℓ corresponds to the frequency component involved in the nonlinear
process. In this case, Ej ωℓ

solely depends on space (i.e., r). Regarding the linear polarization, this quantity is
expressed as follows:

P
(1)
j = 1

2ϵ0
∑
ωℓ

χ
(1)
jk (ωℓ) Ek ωℓ

(r) exp(−iωℓt) + c.c (3.7)
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where j, k = X,Y, Z. χ
(1)
jk (ωℓ) stands for the linear susceptibility tensor for the frequency component ωℓ; in

connection with the nonlinear polarization, its vector components are given by:

PNL
j = 1

2ϵ0
∑
ωℓ

PNL
j ωℓ

(r) exp (−iωℓt) + c.c (3.8)

Building upon equations (3.5) to (3.8), Eimerl et al. derived a system of differential equations with respect to the
principal coordinate system XYZ that describes each vector component of the electric field propagating within
uniaxial crystals. These equations (they are detailed in Appendix A; see equations (A.13) for reference) can be
written compactly as follows:

∇2Eωℓ
+ ω2

ℓ

c2 ϵ(ωℓ) · Eωℓ
− βωℓ

∇
(
Ẑ · ∇

)(
Eωℓ
· Ẑ
)

= −ω
2
ℓ

c2 PNL
ωℓ

(3.9)

In this equation, ϵ is the dielectric tensor. With respect to the coordinate system XYZ, this tensor can be written as
follows:

ϵ(ωℓ) =

ϵXX(ωℓ) 0 0
0 ϵXX(ωℓ) 0
0 0 ϵZZ(ωℓ)

 =

n2
o(ωℓ) 0 0

0 n2
o(ωℓ) 0

0 0 n2
e(ωℓ)

 (3.10)

In this context, ne represents the extraordinary index of refraction for an electric field polarized parallel to the optical
axis (n∥), while no refers to the ordinary index of refraction for an electric field polarized perpendicular to the
optical axis (n⊥). As mentioned in Chapter 2, the dependence on the Z-direction (Ẑ) arises from the specification
of the dielectric tensor, which entails that the Z-axis aligns with the optical axis. Although the letter Z itself is not
important, aligning it with the optical axis is critical.

Moreover, the factor βωℓ
takes into account the anisotropy of the materials through the index of refraction:

βωℓ
= 1− n2

e(ωℓ)
n2

o(ωℓ)
(3.11)

Eimerl et al. adopted the method of Fleck and Feit27 to account for the optical anisotropy, resulting in the
common factor (βωℓ

). The βωℓ
parameter is a consequence of the anisotropy of uniaxial materials, where we have

different index of refraction when light propagates along or perpendicular to the optical axis ∗. However, unlike the
equations presented in Chapter 2 for uniaxial crystals, the right-hand side of equation (3.9) includes a non-zero term,
which is the nonlinear source.

Figure 3.1 illustrates the scenario where a fundamental wave interacts with the surface of a nonlinear medium.
This interaction leads to the transmission of the fundamental wave and the generation of a harmonic wave. Eimerl
et al.65 focus on the scenario where the transmitted fundamental wave and the harmonic wave propagate collinearly,
as depicted in Figure 3.1(a). Eimerl and collaborators not only express the fields in the coordinate system XYZ,
but also define an additional coordinate system xyz (depicted in blue in Figure 3.1(b)) to analyze the impact of the
direction of the wave vector on wave propagation in uniaxial crystals. Readers interested in the work conducted

∗This relationship appears when evaluating the displacement vector in the following equation: ∇ · D = 0. See Appendix A for further
details.
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L
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Figure 3.1: (a) The experimental geometry for second-harmonic generation (SHG) in this case is based on a plane
of light incident parallel (depicted in pink) to the optical axis (c). The coordinate system x̄ȳz̄ is defined as the
laboratory system. k(ω0) is normal to the surface of the nonlinear medium. (b) The relationship between the plane
of incidence and the diverse coordinate systems employed by Eimerl et al.65. TheXYZ coordinate system (depicted
in dark green) corresponds to the principal coordinate system. The xyz coordinate system (depicted in blue) is
defined in the crystal, with the z-axis aligning with the direction of propagation of the transmitted fundamental and
harmonic electric field.

by Eimerl and collaborators are encouraged to refer directly to their original paper. The Appendix A in this thesis
provides a detailed re-derivation of their equations, including intermediary steps omitted in the original publication.

Through a transformation operation, we can map the coordinate system XYZ to the propagation system xyz

(See equation (A.14)). This transformation allows us to derive wave equations for ordinary and extraordinary waves
within the xyz system. In the case of ordinary waves, the electric field vector is described completely by X and Y
as pointed out in Chapter 2, Section 2.1.1. Consequently, the wave equation for ordinary waves in the xyz system
simplifies to: ( ∂2

∂x2 + ∂2

∂y2

)
F o

Xωℓ
+ 2ino(ωℓ)

ωℓ

c

∂F o
X ωℓ

∂z
� − ω2

ℓ

ϵ0c2P
NL
X ωℓ

exp
(
−ino(ωℓ)ωℓ

c
z

)
(3.12a)( ∂2

∂x2 + ∂2

∂y2

)
F o

Y ωℓ
+ 2ino(ωℓ)

ωℓ

c

∂F o
Y ωℓ

∂z
� − ω2

ℓ

ϵ0c2P
NL
Y ωℓ

exp
(
−ino(ωℓ)ωℓ

c
z

)
(3.12b)

where Eimerl et al.65 parameterize ordinary waves as follows:

EX ωℓ
(x, y, z) = F o

X ωℓ
(x, y, z) exp

(
i
no(ωℓ)ωℓ

c
z

)
(3.13a)

EY ωℓ
(x, y, z) = F o

Y ωℓ
(x, y, z) exp

(
i
no(ωℓ)ωℓ

c
z

)
(3.13b)
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In the case of extraordinary waves, they focus on its Z-component which satisfy the following equation (refer to
Appendix A for details in the derivations of this equation):

∂2F e
Z ωℓ

∂x2 +
[
1− βωℓ

sin2(θ)
]∂2F e

Z ωℓ

∂y2 + 2ine(ωℓ)
ωℓ

c

[
1− βωℓ

cos2(θ)
] 1

2

[
∂F e

Z ωℓ

∂z
+ ρωℓ

(θ)
∂F̃ e

Z ωℓ

∂y

]

� − ω2
ℓ

ϵ0c2P
NL
Z ωℓ

exp
(
−ine(ωℓ, θ)ωℓ

c
z

) (3.14)

where ne depends on θ because the propagation is neither parallel nor perpendicular to the optical axis, and this
angle introduces a dependency on the extraordinary index of refraction (see equation (2.21)). Consequently, the
parameterization for the extraordinary wave is written as follows:

EZ ωℓ
(x, y, z) = F e

Z ωℓ
(x, y, z) exp

(
i
ne(ωℓ, θ)ωℓ

c
z

)
(3.15)

The parameter ρωℓ
(θ) is written in term of θ and βωℓ

as follows:

ρωℓ
(θ) = −

βωℓ

2 sin(2θ)
1− βωℓ

cos2(θ) (3.16)

For the sake of clarity, equations (3.12) and (3.14) illustrate the spatial evolution of waves propagating along the
z-axis, taking into account factors such as diffraction, walk-off, and nonlinearity:( ∂2

∂x2 + ∂2

∂y2

)
F o

X ωℓ︸                       ︷︷                       ︸
Diffraction

+2ino(ωℓ)
ωℓ

c

∂F o
X ωℓ

∂z
� − ω2

ℓ

ϵ0c2P
NL
X ωℓ

exp
(
−ino(ωℓ)ωℓ

c
z

)
︸                                             ︷︷                                             ︸

Nonlinearity

(3.17a)

∂2F e
Z ωℓ

∂x2 +
[
1− βωℓ

sin2(θ)
]∂2F e

Z ωℓ

∂y2︸                                               ︷︷                                               ︸
Diffraction

+2ine(ωℓ)
ωℓ

c

[
1− βωℓ

cos2(θ)
] 1

2

[
∂F e

Z ωℓ

∂z
+ ρωℓ

(θ)
∂F e

Z ωℓ

∂y︸              ︷︷              ︸
Walk-off

]

� − ω2
ℓ

ϵ0c2P
NL
Z ωℓ

exp
(
−ine(ωℓ, θ)ωℓ

c
z

)
︸                                                ︷︷                                                ︸

Nonlinearity

(3.17b)

These equations are known as the coupled amplitude equations†. Through nonlinear polarization, the fundamental
and harmonic waves are connected with each other (see the definition of nonlinear polarization in Chapter 2). Section
3.2 provides approaches to estimate the impact of each of the indicated terms in equations (3.17).

3.1.2 Temporal effects in wave propagation‡

To complement the discussions in this section, Appendix A (Section A.2) provides a detailed derivation of each
equation presented here. This appendix section focuses specifically on the calculations, offering a step-by-step

†These equations are derived using the slowly varying envelope (SVE) approximation, which is why the approximation symbol appears.
Details on the SVE approximation can be found in Appendix A.

‡This work was performed in collaboration with Dr. Dietrich Krebs.
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approach.

The wave propagation equations derived by Eimerl et al. do not incorporate temporal effects. These effects
become crucial when dealing with pulsed light sources, such as pulsed lasers. To address this limitation, we
incorporate the methodology developed by Peter E. Powers and Joseph W. Haus3, [pp. 348-355] within the framework
established in Ref. 18. This involves redefining the parameterization of the total electric field:

E(r, t) =
∑
ωℓ

Eωℓ
(r, t)

=
∑
ωℓ

1
2 Eωℓ

(r, t) exp (−i ωℓt) + c.c.
(3.18)

where ωℓ represents the carrier frequencies involved in the nonlinear process. The carrier frequency is defined as
follows3:

ωℓ =
∫∞

0 dω ω |Ẽωℓ
(ω)|2∫∞

0 dω|Ẽωℓ
(ω)|2

(3.19)

where Ẽωℓ
(ω) is the Fourier transform of Eωℓ

(r, t). This equation essentially calculates a weighted average of the
angular frequencies ω based on their power densities |Ẽωℓ

(ω)|2.
Equation (3.18) employs a parameterization that isolates the rapidly varying temporal component of Eωℓ

. This
component is represented by the term exp (−iωℓ, t), while the remaining, slowly varying contribution is denoted by
Eωℓ

(r, t).
Building upon this new description of the electric field (3.18), we can now examine the role of time in governing

wave propagation within uniaxial crystals through the wave equation:

∇×∇× E(r, t) = −µ0
∂2

∂t2

(
ϵ0E(r, t) + P(1)(r, t) + PNL(r, t)

)
(3.20)

The main goal is to study the contribution of the envelope Eωℓ
(r, t) in the frequency representation of the electric field

(i.e., spectral components). Hence, the strategy is to Fourier decompose the electric field, which entails decomposing
the envelope:

E(r, t) = 1
2π

(∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 Ẽωℓ

(r, ω
′
) exp

(
−i ω

′
t
))

exp (−i ωℓ t) + c.c. (3.21)

In line with the description of the electric field (3.18), we can represent the linear and nonlinear polarization in a
similar form:

P(1)(r, t) = ϵ0
4

(∑
ωℓ

∫ +∞

−∞
dω

′
χχχ(1)(−ωσ;ωℓ + ω

′
) Ẽωℓ

(r, ω
′
) exp

(
−iω

′
t
))

exp (−iωℓt) + c.c. (3.22a)

PNL(r, t) = 1
2π

(∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 P̃

NL
ωℓ

(r, ω
′
) exp

(
−i ω

′
t
))

exp (−i ωℓ t) + c.c. (3.22b)
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Building up the equations (3.21) and (3.22), we can incorporate them into the wave equation (3.18); this substitution
yields the following vector representation§:

∇2Ẽωℓ
(r, ω−ωℓ)+ω2

c2 ϵ(ω)·Ẽωℓ
(r, ω−ωℓ)−β

′

ω∇
(
Ẑ · ∇

)(
Ẽωℓ

(r, ω − ωℓ) · Ẑ
)

= −ω
2
ℓ

c2 P̃
NL
ωℓ

(r, ω−ωℓ) (3.23)

where
β

′

ω = 1− n2
e(ω)
n2

o(ω) (3.24)

A crucial distinction lies between parameters βω and βωℓ
(defined in equation (A.11)). While βωℓ

has a specific
value for each discrete frequency ωℓ, this parameter is continuous.

We can now investigate the influence of the bandwidth on equation (3.23) by performing a Taylor expansion
around the carrier frequency, ωℓ. This analysis leads to the following equation:

∇2Ẽωℓ
(r, ω − ωℓ) + K · Ẽωℓ

(r, ω − ωℓ)− β
′

ωℓ
∇
(
Ẑ · ∇

)(
Ẽωℓ

(r, ω − ωℓ) · Ẑ
)

= −ω
2
ℓ

c2 P̃
NL
ωℓ

(r, ω − ωℓ) (3.25)

where K is given as follows:

K =

KXX 0 0
0 KYY 0
0 0 KZZ

 (3.26a)

KXX = k2
o(ωℓ) + 2ko(ωℓ)

1
vo

g(ωℓ)
(ω − ωℓ) + 1

vo
g(ωℓ)2

(
1− ko(ωℓ)

∂vo
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . . (3.26b)

KYY = k2
o(ωℓ) + 2ko(ωℓ)

1
vo

g(ωℓ)
(ω − ωℓ) + 1

vo
g(ωℓ)2

(
1− ko(ωℓ)

∂vo
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . . (3.26c)

KZZ = k2
e(ωℓ) + 2ke(ωℓ)

1
ve

g(ωℓ)
(ω − ωℓ) + 1

ve
g(ωℓ)2

(
1− ke(ωℓ)

∂ve
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . . (3.26d)

where vo,e
g stands for either the ordinary (o) or the extraordinary (e) group velocity. The parameter β′

ω is rewritten
as β′

ωℓ
, given by:

β
′

ωℓ
= 1−

k2
e(ωℓ) + 2ke(ωℓ)

1
ve

g(ωℓ)
(ω − ωℓ) + 1

ve
g(ωℓ)2

(
1− ke(ωℓ)

∂ve
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . .

k2
o(ωℓ) + 2ko(ωℓ)

1
vo

g(ωℓ)
(ω − ωℓ) + 1

vo
g(ωℓ)2

(
1− ko(ωℓ)

∂vo
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . .

(3.27)

§Refer to Appendix A, Section A.2, for a more in-depth discussion of these equations. Additionally, equation (A.59) provides an expanded
form of this vector equation. To obtain this compact vector equation, we exploit the relationship between the dielectric tensor, denoted by ϵ(ω),
and the linear susceptibility tensor, denoted by χ(1)(ω), which is defined as follows: ϵ(ω) = I + χ(1)(ω). This relation allows us to connect
equation (3.23) with equation (A.59).
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To obtain these expressions, we perform a Taylor expansion of the term
ω

c2 ϵ(ω) around the carrier frequency, ωℓ.
This expansion, along with the relationships established in Appendix A, Section A.2, allows us to ultimately express
the results in terms of the ordinary (ko) and extraordinary (ke) wavenumbers. In this context, the parameters ko and
ke are defined as follows:

ko(ω) = no(ω)ω
c

(3.28a)

ke(ω, θ) = ne(ω, θ)ω
c

(3.28b)

where no is the ordinary index of refraction while ne is the extraordinary index of refraction. For equation (3.26d),
we have equation (3.28b) for θ = π

2 , where θ is the angle between the optical axis Z and the direction of propagation.
Concerning equations (3.26a), the first term ( i.e., ko,e(ωℓ) ) represents the conventional monochromatic sce-

nario¶. The second term corresponds to the group velocity, while the final term denotes the group velocity dispersion
(GVD), which is the slope of the inverse of the group velocity. Thus, each higher-order derivative corresponds to a
higher-order dispersion term.

To estimate the significance of the second term compared to the first, the following considerations are provided.
The question is whether or not the second term is relevant compared to the first in the Taylor expansion. Given
that Ẽωℓ

(r, ω − ωc) has some limited extend around the carrier frequency ωℓ, we can approximate the maximum
distance between the carrier frequency and points around it is approximately given by the following expression
max(|ω − ωc|) ≈ ∆ω/2 as long as the envelope is symmetric, such as a Gaussian profile.

To assess the relative significance of the second term in the Taylor expansion compared to the first, we consider
the behavior of the function Ẽωℓ

(r, ω−ωℓ). Since this function has limited spatial extent around the carrier frequency
ωℓ, we can approximate the maximum deviation from the carrier as ∆ω/2, assuming a symmetric envelope (e.g.,
Gaussian profile); symbolically, max(|ω− ωℓ|) ≈ ∆ω/2. This allows us to evaluate the relative contribution of the
second-order term. Moreover, the first term and the second term are defined as follows3:

ko,e(ωℓ) = ωℓ

vo,e
p

(3.29a)

∂ko,e

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ) = 1
vo,e

g (ωℓ)
(ω − ωℓ) (3.29b)

where vo,e
p mad vo,e

g stand for the phase velocity and the group velocity for either the ordinary or extraordinary
waves, respectively. We will now compare the magnitudes of these two terms to assess their relative importance in
the Taylor expansion:

|ko,e(ωℓ)| =
∣∣∣∣ ωℓ

vo,e
p

∣∣∣∣ (3.30a)∣∣∣∣∂ko,e

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ)
∣∣∣∣ ≈ ∣∣∣∣ 1

vo,e
g (ωℓ)

∆ω
2

∣∣∣∣ (3.30b)

¶The term ko,e(ωℓ) appears in the Taylor expansion for both temporal and spatial effects. However, in the temporal case, the expansion
includes additional terms beyond ko,e(ωℓ) . Despite this, this term remains present in both scenarios.
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Comparing equations (3.30a) and (3.30b), we can see that when the phase velocity vo,e
p is approximately equal to

the group velocity vo,e
g , and the frequency bandwidth ∆ω is smaller than the carrier frequency ωℓ (∆ω ≪ ωc), then

equation (3.29a) dominates the expansion.
Regarding the scenario vp ≈ vg , one can assess the impact of such assumption on the wave propagation within

the nonlinear medium. In this regard, we can express these two quantities at the central frequency ωℓ as follows:

vo,e
p = ωℓ

no,e(ωℓ)
ωℓ

c

= c

no,e(ωℓ)
(3.31a)

vo,e
g = 1

∂ko,e

∂ω

∣∣∣
ω=ωℓ

= 1
no,e(ωℓ)

c
+ ωℓ

c

∂no,e

∂ω

∣∣∣
ω=ωℓ

= c

n(ωℓ) + ℏωℓ
∂no,e

∂(ℏω)

∣∣∣
ℏω=ℏωℓ

(3.31b)

Then, the impact is quantitatively estimated through the relative difference between these two quantities:∣∣∣∣∣vo,e
g − vo,e

p

vo,e
p

∣∣∣∣∣ =
(

c

no,e(ωℓ) + ℏωℓ
∂no,e

∂(ℏω)

∣∣∣
ℏω=ℏωℓ

− c

no,e(ωℓ)

)(
c

no,e(ωℓ)

)−1

=

∣∣∣∣∣∣∣∣
ℏωℓ

∂no,e

∂(ℏω)

∣∣∣
ℏω=ℏωℓ

no,e(ωℓ) + ℏωℓ
∂no,e

∂(ℏω)

∣∣∣
ℏω=ℏωℓ

∣∣∣∣∣∣∣∣
(3.32)

where the derivative is evaluated at either the fundamental or harmonic frequency. With equation (3.32), one can
quantitatively assess the impact of neglecting group velocity on wave propagation. For example, if the group velocity
is significantly larger than that of the phase velocity, neglecting the term associated with the group velocity in the
Taylor expansion is not advisable. Otherwise, neglecting that term may not drastically affect the outcome.

There is an advantage of neglecting higher dispersion-related terms, which is that equations (A.65) are de-
rived analogously to the work by D. Eimerl and collaborators65 discussed at the beginning of this chapter. The
parameterization of the complex envelop Ẽωℓ

for both ordinary and extraordinary waves is the following:

Ẽo
q ωℓ

(r, ω − ωℓ) = F̃ o
q ωℓ

(r, ω − ωℓ) exp (iko(ωℓ)z) q = X,Y (3.33a)

Ẽe
j ωℓ

(r, ω − ωℓ) = F̃ e
j ωℓ

(r, ω − ωℓ) exp (ike(ωℓ, θ)z) j = X,Y, Z (3.33b)

Here, the spatially slowly varying envelopes in the frequency domain are represented by F̃ o
j ωl

(r, ω − ωl) for the
ordinary wave and F̃ e

j ωl
(r, ω−ωl) for the extraordinary wave. Incorporating only the dominant terms and neglecting

higher-order dispersion effects, the coupled amplitude equations governing theX and Z components of the ordinary



46 3.1. WAVE EQUATIONS WITH NONLINEAR SOURCE

and extraordinary waves, expressed within the principal XYZ coordinate system, can be written as:( ∂2

∂x2 + ∂2

∂y2

)
F̃ o

X ωℓ
(r, ω − ωℓ) + 2ino(ωℓ)

ωℓ

c

∂

∂z
F̃ o

X ωℓ
(r, ω − ωℓ)

� − ω2
ℓ

ϵ0c2 P̃
NL
X ωℓ

(r, ω − ωℓ) exp
(
−i no(ωℓ)

ωℓ

c
z
)

(3.34a)

∂2

∂x2 F̃
e
Z ωℓ

(r, ω − ωℓ) +
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1− β
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ωℓ
sin2(θ)

] ∂2

∂y2 F̃
e
Z ωℓ
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ωℓ
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(3.34b)

where, β′

ωℓ
and ρωℓ

are given by:

β
′

ωℓ
= 1− n2

e(ωℓ)
n2

o(ωℓ)
(3.35a)

ρ
′

ωℓ
(θ) = −

β
′

ωℓ

2 sin(2θ)

1− β′
ωℓ

cos2(θ) (3.35b)

The higher-order terms in the power series of ko,e are neglected.

3.1.3 Considerations in Identifying Ordinary and Extraordinary Waves with Nonlinear
source

Leveraging the distinction between ordinary and extraordinary waves, we derive the wave equation with a nonlinear
source, incorporating spatio-temporal effects. As shown in Chapter 2, this identification arises for plane-wave
solutions of equations (2.11). Consequently, when the nonlinear polarization is negligible compared to the linear
polarization, this identification of ordinary and extraordinary waves for plane waves remains valid even in the
presence of a nonlinear polarizability. This is because the linear polarization dictates the distinction between these
wave types. Mathematically, we can express this conditions as follows:∥∥〈PNL

2ω0

〉∥∥≪ ∥∥∥〈P(1)
ω0

〉∥∥∥∥∥∥∥〈ϵ0χχχ(2)(−2ω0;ω0, ω0) : Eω0(r, t)Eω0(r, t)
〉∥∥∥∥≪ ∥∥∥〈ϵ0χχχ(1)(−ω0;ω0) · Eω0(r, t)

〉∥∥∥ (3.36)

This condition expresses that the nonlinear interaction of the fundamental wave with the medium should be much
smaller than the linear interaction for the validity of the identification of ordinary and extraordinary waves. The
double vertical bars ∥.∥ denote the Euclidean norm (or L2-norm) used to compare the time-averaged magnitudes of
the linear and nonlinear polarization.
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3.1.4 Cubic systems

Thus far, the theoretical framework has been focused on uniaxial crystals, characterized by two distinct indices of
refraction within the principal coordinate system XYZ. This formalism can be readily adapted to accommodate
simpler scenarios where the indices of refraction in the XY Z system are identical. Such scenarios occur in cubic
crystal systems, where isotropy is observed with respect to the indices of refraction28. Eimerl et al. introduce a term
that captures the optical anisotropy of the crystal, denoted as βωℓ

. When the indices of refraction are identical, this
factor becomes zero (see equation (3.11) or equation (3.35a)).

Consequently, the term ρωℓ
(θ), which characterizes the walk-off effect, also vanishes (see equation (3.16)). In

the time-independent formalism, the coupled amplitude equations (see equations (3.17)) become:( ∂2
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(3.37b)

There is no need to differentiate between the ordinary and extraordinary indices of refraction or envelopes. In
connection with the time-related case, the coupled amplitude equations from (3.34) are rewritten as follows:( ∂2
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(3.38a)
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(3.38b)

In isotropic (cubic) crystals, as opposed to the case treated by Eimerl et al., the quantity θ plays no role neither in
(3.37) nor in (3.38). Therefore, direction is meaningless in isotropic crystals.

In isotropic and uniaxial crystals, waves experience dispersion and diffraction as they propagate through the
material. Therefore, the following section aims to establish simple criteria for determining when it is acceptable
to neglect these effects. Additionally, arguments for neglecting the walk-off effect are presented, followed by an
introduction to a common approximation method for handling the coupled amplitude equations.

3.2 Physical insights into diffraction, walk-off, & pump depletion
Solving either equation (3.17) or equation (3.34) provides insight into the propagation of waves within uniaxial
crystals for SHG. When diffraction, walk-off, and temporal effects are taken into account, one mainly solves such
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equations through numerical methods, such as the splitting method26, pp. 229. However, analytical expressions are
useful for gaining insights into the physics of the phenomenon.

b

W0

(a)
b

L

(b)

X X

Figure 3.2: Depth of focus of a (Gaussian) beam. (a) Relation between the beam waist radius W0 (radial size of the
beam at its narrowest point.) and the confocal parameter b. (b) Comparison between the interaction length L and
the confocal parameter b. The gray rectangle illustrates a nonlinear medium, such as LiNbO3.

In this regard, one can estimate the impact of diffraction and walk-off on the propagation of the fundamental and
harmonic waves within the sample to determine whether neglecting these aspects of the scenario results in negligible
changes. For example, we can assess whether or not the divergence becomes relevant on the length scale of the
sample. The shape of a wave changes due to diffraction after propagating a characteristic length, which is known as
the diffraction length (Ld). Commonly, the fundamental transverse electromagnetic mode (TEM00) is used to model
a finite beam28.

In order to assess the role of diffraction, two parameters that characterize TEM00 are introduced: Beam waist
W0 and confocal parameter b. The former is the minimum radius of the beam28, but beyond a certain distance, the
beam radius starts increasing by a factor of

√
2; this distance is called the Rayleigh range (zR), which is given by28:

zR = πW 2
0

λ
(3.39)

where n is the index of refraction of the medium, and λ is the wavelength within the nonlinear medium‖. The
distance between the points ±zR about W0 is called the confocal parameter b (See Fig. 3.2), where b = 2zR.
Given that the beam radius starts increasing considerably from zR, the confocal parameter is a good indicator of the
diffraction length: Ld ≃ b.

Therefore, we define the following criterion for neglecting diffraction:

Ld ≃ b = 2π
λ
W 2

0 > L (3.40)

where L is the interaction length (i.e., length of the sample, see Fig. 3.2(b)).

Walk-off angle

Due to the difference in the index of refraction between ordinary and extraordinary waves, the direction of wave
propagation for an extraordinary wave does not typically align with the direction of energy propagation, as character-
ized by the Poynting vector. This phenomenon results in the extraordinary beams appearing to deviate from the axis

‖In this context, the wavelength within the medium, denoted by λ, is related to the vacuum wavelength, λ̄, through the expression λ̄/n, where
n represents the refractive index. The standard notation for the vacuum wavelength is often λ0. However, to maintain clarity and consistency
within this thesis, we will use λ̄ to avoid confusion with the fundamental wavelength, already designated as λ0.
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of the ordinary beam. This deviation is given by ρωℓ
for uniaxial crystal. From expression (3.16), when propagating

perpendicular to the optical axis (θ = π/2), the walk-off effect is completely negligible28, pp. 98.
Therefore, as long as propagation takes places perpendicularly, the ordinary and extraordinary waves overlap,

and either equations (3.17) or equations (3.34) get simplified.

Undepleted pump approximation

Under certain conditions, the fundamental wave can be considered to propagate without significant influence from
nonlinear interactions. This occurs when the fundamental wave power is sufficiently high, and the efficiency of the
second harmonic wave generation is low.

A specific example arises when the fundamental wave is ordinarily polarized and the second harmonic wave
is extraordinarily polarized. In this scenario, the nonlinear polarization at the fundamental frequency ω0 vanishes,
represented by P̃NL

X ω0
(ω − ω0) = 0. Consequently, the system of coupled differential equations described by Eq.

(3.34) reduces to a set of partially decoupled equations:( ∂2
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(3.41b)

Decouple in the sense that equation (3.41a) no longer depends on the other wave due to the weak nonlinearity. This
is known as the undepleted pump approximation, and a quantitative criterion for such approximation is11:

ηSHG = I2ω(L)
Iω(0) ≪ 1 (3.42)

where ηSHG represents the efficiency of second-harmonic generation (SHG). It is a dimensionless quantity defined as
the ratio of the output power (intensity) of the second harmonic wave to the input power (intensity) of the fundamental
wave.

3.3 Study case: LiNbO3
∗∗

This section focuses on benchmarking the theoretical framework developed so far through a standard light-conversion
experiment. The experimental setup is designed for light conversion from a pump wavelength of 1030 nm to a second

∗∗This work was performed in collaboration with Dr. Dietrich Krebs and Dr. Christina Boemer. The standard light-conversion experiment
was conduced by them at DESY (German Electron Synchrotron, in English), in Hamburg.
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PBSPolarizerLaser @ 1030 nm Lens Sample Multilayer

Mirror

Detector

Figure 3.3: Schematic representation of the light-conversion experiment setup. The red region represents the funda-
mental wave, while the green region represents the second harmonic wave. PBS stands for polarizing beamsplitter.

harmonic of 515 nm, as conducted by co-advisors Dr. Dietrich Krebs and Dr. Christina Boemer (see Fig. 3.3).
We employ a X-cut LiNbO3 sample, where the X crystallographic axis is normal to the interacting surface. A
polarization system, incorporating a polarizer and a polarizing beamsplitter (Fig. 3.3), is used. Through this system,
the fundamental wave is polarized parallel to the tabletop.

Given that the crystal is oriented such that its optical axis is perpendicular to the tabletop, the fundamental (or
input/pump) wave is linearly polarized along the Y-axis, as shown in Fig. 3.6. The beam impinges on the crystal at
normal incidence. To increase the photon density within the nonlinear material, a lens is used. The sample is located
at the focal point of such lens, where the beam is measured to have a width of 11 µm.††.

Moreover, the beam power before the sample is 287 mW. The thickness of the nonlinear medium is L = 1
mm. After the sample, a multilayer mirror is employed since we are interested in the SHG transmitted signal (i.e.,
transmission geometry). This mirror fully reflects light at 1030 nm, but allows transmission of (part of) the SHG
signal to the detector. The measured SHG power is 2.7 mW. Finally, regarding the light source, the laser is pulsed,
which is characterized by a period-repetition time of 0.02 ms or repetition rate of 50 kHz, and a pulse length (τ ) of
0.102 ps‡‡.

Concerning LiNbO3, its transparency window, defined as the spectral region where absorption is extremely low,
extends from the band edge at approximately 320 nm (3.87 eV) to multiphonon absorption in the infrared region at
around 3000 nm66. When the frequencies of the interacting electric fields are far from any material resonances (i.e.,
light absorption is low), the χχχ(2) values are largely independent of frequency26, pp. 67.

Structurally, LiNbO3 is characterized by the non-centrosymmetric point group, 3m, where the optical axis aligns
with the threefold axis (or, principal symmetry axis). This symmetry class dictates the form of the susceptibility
tensor (See Table 2.2). Given that the SHG process takes place within the transparency windows of the material,
Kleinman symmetry is allowed. Based on the parameters of the experiments, Ld > L (i.e., Ld = 1.65 mm,
where we use expression (3.40) for no(ω0) = 2.2339; and Ld = 3.29 mm, where we use expression (3.40) for
ne(2ω0) = 2.2270). In this case, diffraction within the medium plays a minimal role since diffraction effects become
significant at a length larger than the size of the crystal. The indices of refraction reported in Table 3.1 are calculated

††This corresponds to a D4σ of 44 µm, which means the Gaussian 1/e width is 11 µm.
‡‡The pulse length τ is calculated from the full-width at half maximum (FWHM) measurement:

τFWHM

2
√

log 2
, where τFWHM = 170 fs
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Table 3.1: The ordinary index of refraction is provided for two different scenarios: ω0(λ0) and 2ω0(λ0/2); the
extraordinary index of refraction is given as well. Parameters used to obtain these indices of refraction from the
model by U. Schalarb and K. Betzler67: cLi = 49.65 and T = 25 ◦C.

ω0 (λ0) 2ω0 (λ0/2)

no 2.2339 2.3304
ne 2.1467 2.2270

using a generalized Sellmeier equation derived by U. Schalarb and K. Betzler67 §§.
To analyze the response of the material to a linearly ordinary polarized incident field at the fundamental frequency

(ω0), we can determine the resulting nonlinear polarization at the second harmonic (2ω0) frequency. However, the
second-order susceptibility tensor (or d-matrix) for the 3m symmetry class (Table 2.2) is unsuitable for X-cut
LiNbO3. In Table 2.2, those d-matrices are formulated under the assumption that the optical axis (in this thesis, we
denote the optical axis by Z) aligns with the principal symmetry axis, which in turn points along the crystallographic
c-axis.

However, in the X-cut LiNbO3, the principal symmetry axis aligns with the b-axis. To obtain a compatible
d-matrix, rotations are needed to align the Z-axis with the lattice vector b. The appropriate nonlinear polarization
expression for the X-cut LiNbO3 is given as follows:
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−d33 −d15 −d15 0 0 0
0 0 0 0 d22 −d15

0 d22 −d22 0 −d15 0
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
(3.43)

Figure 3.4 visually depicts the transformations employed to obtain the second-order susceptibility tensor. Appendix
A (Section A.3) provides further details on these transformations, ultimately leading to the expression given in
elquation (3.43). When the fundamental electric field is polarized along the Y -axis (i.e., ordinary (o) polarization),

§§They fitted a set of parameters to experimental data covering Li2O compositions ranging from 47 to 50 mol%, wavelengths from 400 to
1200 nm, and temperatures from 50 to 600 K 67.
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the induced nonlinear response exhibits the following components:

PNL
X2ω0

= −ϵ0 d15 [Eo

Y ω0
(r, t)]2 (3.44a)

PNL
Y 2ω0

= 0 (3.44b)

PNL
Z2ω0

= ϵ0 d22 [Eo

Y ω0
(r, t)]2 (3.44c)

Under an ordinary polarized fundamental wave, the nonlinear polarization arises along the X and Z directions.
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Figure 3.4: The two rotations that need to be performed to align the Z-axis (the optical axis) with the lattice vector
b.

Notably, the propagation direction is along the X-axis. This geometry leads to the following key points. Due to
equation (3.44c), a second-harmonic wave linearly polarized along the Z-axis propagates within the medium. If the
generated second-harmonic electric field has both X and Z components (as depicted in Figure 3.5), the Poynting
vector (denoted by S2ω0 ) does not align with the propagation direction vector. This contradicts the condition for
zero walk-off angle when propagation is normal to the optical axis.

Therefore, considering the specific propagation direction and the governing equations, we focus on the generation
and propagation of theZ-polarized second-harmonic wave induced by theZ-component of the nonlinear polarization
given by equation (3.44c).

We can model this scenario using the Z projection of equation (3.25) for ωℓ = 2ω0, taking into consideration
spatio-temporal effects:

Ẑ ·
[
∇2Ẽ2ω0(r, ω − 2ω0) + K · Ẽ2ω0(r, ω − 2ω0)− β

′

2ω0
∇
(
Ẑ · ∇

)(
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)]
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[
− (2ω0)2

c2 P̃
NL
2ω0

(r, ω − 2ω0)
] (3.45)

Regarding the fundamental field, we can also use equation (3.25) for ωℓ = ω0, but we focus on the projection
along the Y -axis. Due to the nature of ordinary waves, the Z-component of the electric field vanishes (i.e.,
Ẽω0(r, ω − ω0) · Ẑ = 0), which leads to the following expression:

Ŷ ·
[
∇2Ẽω0(r, ω − ω0) + K · Ẽω0(r, ω − ω0)

]
= Ŷ ·

[
−ω

2
0
c2 P̃

NL
ω0

(r, ω − ω0)
]

(3.46)
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Conveniently, we can still use the XYZ coordinate system because the propagation is perpendicular to the optical
axis (Z) and along a principal axis (X). This avoids the need for the xyz propagation coordinate system and the
corresponding coordinate system transformation (Appendix A, Section A.1.1). The transformation between XYZ
and xyz in this case involves simple permutations due to this specific propagation geometry:XY

Z

 =

0 0 1
1 0 0
0 1 0


xy
z


Therefore, we focus on the principal coordinate system XYZ as it simplifies the analysis for propagation along the

Z

X

Figure 3.5: The second-harmonic electric field, denoted by E2ω0 , is confined to the XZ plane. This plane is defined
by the extraordinary wave vector, ke, and the optical axis, which lies along the Z direction. In the time domain,
the field vector components are represented without the tilde notation. The corresponding magnetic field, H2ω0 , is
oriented perpendicular to the XZ plane, pointing out of the page. S2ω0 represents the Poynting vector.

X-axis. We now express the components of the envelopes for both the fundamental and second-harmonic fields as
follows:

Ẽo

Y ω0
(r, ω − ω0) = Θ(R(b) −RYZ) F̃ o

Y ω0
(X,ω − ω0) exp (i ko(ω0)X) (3.47a)

Ẽe

Z2ω0

(r, ω − 2ω0) = Θ(R(b) −RYZ) F̃ e

Z2ω0

(X,ω − 2ω0) exp (i ke(2ω0)X) (3.47b)

where Θ
(
R(b) −RYZ

)
is a Heaviside function given by:

Θ(R(b) −RYZ) =

1 , for R(b) ≥ RYZ where RYZ =
√
Y 2 + Z2

0 , otherwise
(3.48)
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This model departs from the previously established approach based on Refs. 5 and 30 by employing a different
parameterization. The prior method expresses the term Fωℓ

(r, ω − ωℓ) as a function of both spatial coordinates
(represented by the three-component vector r) and frequency (ω − ωℓ). In contrast, this model simplifies the spatial
dependence by considering only the longitudinal coordinate (X).

However, the transverse dependence (Y and Z) is introduced through the Heaviside function. This function acts
as a mathematical switch, taking a value of one within the defined beam radius (R(b)) and zero outside, as shown
in Figure 3.6. This approach effectively captures the presence or absence of the field in different spatial regions.
Furthermore, we assume the Heaviside function remains constant across the cross-section region of the beam. In
this case, this assumption is justified because diffraction plays a minor role in this particular case.

L L

(a) (b)

Figure 3.6: Spatially constrained plane waves. (a) Schematic representation of wavefronts for plane waves (depicted
in beige), while the red spot illustrates the cross section of the pencil-like shaped beam.

Building upon this parameterization of the envelopes (3.47), we can derive the following coupled amplitude
equations (The details can be found in Appendix A (Section A.4); see equations (A.80), for example):

∂

∂X
F̃ o

Y ω0

(X,ω − ω0) = Θ(R(b) −RYZ) i (ω0)2

2 ko(ω0) ϵ0c2 P̃
NL
Y ω0

(r, ω − ω0) exp (−i ko(ω0)X) (3.49a)

∂

∂X
F̃ e

Z2ω0

(X,ω − 2ω0) = Θ(R(b) −RYZ) i (2ω0)2

2 ke(2ω0) ϵ0c2 P̃
NL

Z2ω0
(r, ω − 2ω0) exp (−i ke(2ω0)X) (3.49b)

When deriving equations (3.49), we neglect dispersion terms, such as group velocity. While this simplification
streamlines the mathematical treatment, it is crucial to acknowledge the potential inaccuracies introduced. Particu-
larly, neglecting group velocity effects can lead to deviations from the actual behavior, especially when dealing with
short pulses. Equation (3.32) estimates the magnitude of the error introduced by this approximation. For clarity,
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equation (3.32) is rewritten below:

∣∣∣∣vo,e
g − vo,e

p

vo,e
p

∣∣∣∣ =

∣∣∣∣∣∣∣∣
ℏωℓ

∂no,e
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Regarding the second-harmonic frequency ωℓ = ωSHG = 2ω0, we can use this expression to assess the impact
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(a) Ordinary and Extraordinary index of refraction.
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(b) Derivative of the ordinary and extraordinary index of refraction.

Figure 3.7: Linear response of LiNbO3 in the range from 400 nm (3.1 eV) to 1127 nm (1.1 eV). The data were
obtained using the model proposed by U. Schalarb and K. Betzler67.

on neglecting group velocity in wave propagation within this material. From the experiment, the fundamental
wavelength is 1030 nm, which leads to a second-harmonic wavelength of 515 nm¶¶; hence, the photon energy for

¶¶The following equations tie together wavelength (λ), frequency (ω), and energy (E) of light: ω = 2π c
λ

(where c is the speed of light); and
E = ℏω (where ℏ is the reduced Planck constant).
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each of these wavelengths corresponds to 1.2 eV and 2.4 eV, respectively. The index of refraction and its derivative
are calculated using the Sellmeier equation proposed by U. Schlarb and K. Betzler68. Figure 3.7 illustrates these
quantities across a broad range of energy, covering wavelengths from 400 nm (3.1 eV) to 1127 nm (1.1 eV). Evaluation
of equation (3.32) shows a relative difference of 3% and 9% between the phase velocity and group velocity for the
fundamental ordinary and second-harmonic extraordinary waves, respectively∗∗∗.

Following the description of a cylindrical-shaped beam, one can estimate the time-averaged intensity of the
fundamental and harmonic signals through the following expression:

⟨Iω0,2ω0⟩ = ⟨Pω0,2ω0⟩
Abeam

= ⟨Pω0,2ω0⟩
πW 2

0
(3.50)

The cross-section area for the model corresponds to the area of a circle (see Fig. 3.6 (b)), and ⟨Pω0⟩ and ⟨P2ω0⟩
represent the time-averaged power for the fundamental and harmonic waves, respectively. With this description, the
criterion 3.42 is redefined as follows:

ηSHG = ⟨I2ω(L)⟩
⟨Iω(0)⟩ = ⟨P2ω0⟩

πW 2
0

(
⟨Pω0⟩
πW 2

0

)−1
= ⟨P2ω0⟩
⟨Pω0⟩

≪ 1 (3.51)

During the experiment, the measured average fundamental power (282 mW) was significantly higher than the
measured average second harmonic power (2.7 mW). Substituting these values into equation (3.51) results in an
efficiency of 0.009. This low efficiency suggests minimal conversion of the fundamental power to the second
harmonic. Consequently, the time-averaged intensity is likely unaffected as it propagates through the nonlinear
medium. Thus, the condition for employing the undepleted pump approximation is satisfied. As a result, equations
(3.49) become:

∂

∂X
F̃ o

Y ω0

(X,ω − ω0) = 0 (3.52a)

∂

∂X
F̃ e

Z2ω0

(X,ω − 2ω0) = Θ(R(b) −RYZ) i (2ω0)2

2 ke(2ω0) ϵ0c2 P̃
NL

Z2ω0
(r, ω − 2ω0) exp (−i ke(2ω0)X) (3.52b)

This section aims to compare the theoretical prediction of the average second harmonic power with the measured
value. As established in Chapter 2, intensity is the observable of interest, and within the model, it relates to power
through equation (3.50). The following equation expresses the time-averaged intensity for both the fundamental and
second harmonic signals:

⟨Iωℓ
(r)⟩ =

∥∥∥∥∥ 1
TPωℓ

∫ 1
2 TPωℓ

− 1
2 TPωℓ

dt
1
2 Re

{
Eωℓ

(r, t) × H∗
ωℓ

(r, t)
}∥∥∥∥∥ (3.53)

In this equation, TPωℓ
is the period-repetition time for frequency ωℓ involved in the nonlinear process. This process

can involve frequencies like the fundamental ω0 and its second harmonic, 2ω0. Moreover, E and H are the slowly
∗∗∗For the fundamental wave, we substitute the following parameter values into equation (3.32): no(ω0) = 2.2337 and ∂ no/∂(ℏω) = 0.0578.

Similarly, for the second-harmonic wave, we evaluate equation (3.32) using the parameters: ne(2ω0) = 2.2295 and ∂ ne/∂(ℏω) = 0.09616.
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varying envelope of the electric field and magnetic field for frequency ωℓ, respectively. The double vertical bars ∥.∥
denote the Euclidean norm. This expression is derived from the Poynting vector (see Appendix C).

Under the undepleted pump approximation, we can directly solve equation (3.52a). This solution can then
be transformed back into the time domain using the Fourier transform. This transformation yields the following
expression (See Appendix A , Section A.4):

F o

Y ω0
(X, t) = Co

Y ω0
(t) (3.54)

Given the negligible change in average fundamental intensity within the nonlinear medium, equation (3.53) offers

Figure 3.8: Illustration of the Gaussian profile used for modelling the pulse, where the pulse-repetition time is given
by TPω0

.

a convenient property. We can choose the value of F o
Y ω0

arbitrarily across space (along the X-axis). This holds
true regardless of theX-coordinate. However, to maintain consistency with the scenario where the laser beam starts
interacting with the nonlinear material at X = 0, we set F o

Y ω0
(X, t) = F o

Y ω0
(0, t). Consequently, equation (3.54)

becomes: C(t) = F o
Y ω0

(t).
Having computed the magnetic field (see equation (A.84) in Appendix A), we can evaluate equation (3.53) for

the fundamental wave at X = 0, which yields the following:

⟨Iω0⟩ = Ipeak
1

TPω0

√
π τ (3.55)

In this equation, Ipeak represents the peak intensity (see Fig 3.8), and τ is the pulse length. To arrive at equation
(3.55), we state that the fundamental envelope at X = 0 follows a Gaussian profile†††, which is generally a first

†††F o
Y ω0

(0, t) = K exp
(

−t2/2τ2
)

where K is a constant with units of V/m (i.e., SI units for electric field). A more detailed explanation
of how we obtained equation (3.55) can be found in Appendix A, equation (A.92).



58 3.3. STUDY CASE: LINBO3

good approximation28. To determine the value of the peak intensity in expression (3.55), we can use the relationship
between the time-averaged power and the time-averaged intensity, which is given by expression (3.50):

Ipeak = ⟨Pω0⟩√
π Abeam

(
TPω0

τ

)
(3.56)

Here, ⟨Pω0⟩ is the averaged power of the fundamental radiation,Abeam is the cross-section area of the laser beam.
To determine the second harmonic intensity, we first solve equation (3.52b). This equation serves as a prerequisite
for the subsequent calculation of the second harmonic intensity utilizing equation (3.53). However, solving equation
( 3.52b) requires the prior calculation of the Z-component of the nonlinear polarization P̃

NL
2ω0

(r, ω − 2ω0).
We can perform a Fourier inverse transformation on equation (3.44c) in order to obtain the Z-component of the

nonlinear polarization P̃
NL
2ω0

(r, ω − 2ω0) (Refer to Appendix A, equation (A.87) for a detailed derivation of this
expression):

P̃NL
Z2ω0

(X,ω − 2ω0) = Θ(R(b) −RYZ) ϵ0 d22 G
o(ω − 2ω0) exp (i 2ko(2ω0)X) (3.57)

where Go(ω − 2ω0) is given by:

Go(ω − 2ω0) =
∫ +∞

−∞

dξ

(2π)2 C̃o

Y ω0

(ξ) C̃o

Y ω0

(ω − 2ω0 − ξ)

Plugging equation (3.57) into equation (3.52b), we obtain the following expression:

∂

∂X
F̃ e

Z2ω0

(X,ω − 2ω0) = Θ(R(b) −RYZ) i (2ω0)2

2 ke(2ω0) c2 d22 G
o(ω − 2ω0) exp (−i∆kX) (3.58)

Here, the term ∆k is give by:

∆k = ke(2ω0)− 2ko(ω0) = 2ω0

c

(
ne(2ω0)− no(ω0)

)
(3.59)

Equation (3.58) can be directly integrated as follows‡‡‡:

F̃ e

Z2ω0

(X,ω − 2ω0) = Θ(R(b) −RYZ) i (2ω0)2 X

2ke(2ω0) c2 d22 G
o(ω − 2ω0) sinc

(
∆k
2 X

)
exp

(
−i∆k2 X

)
(3.60)

Finally, the time dependence of the second harmonic pulse is calculated by Fourier transforming back equation
(3.60):

F e

Z2ω0

(X, t) = Θ(R(b) −RYZ) i (2ω0)2 X

2ke(2ω0) c2 d22 sinc
(

∆k
2 X

)
exp

(
−i∆k2 X

)
1

2π [F o

Y ω0

(t)]2 (3.61)

where the inverse Fourier transformation of G(ω − 2ω0) is given by§§§:∫ +∞

−∞

dω

2π Go(ω − 2ω0) exp (−i(ω − 2ω0)t) = 1
2π [F o

Y ω0

(t)]2 (3.62)

‡‡‡In this part, the identity (exp(−i∆kX) − 1) 1
∆k

= −iX exp
(

−i∆kX
2

)
sinc
(

∆k
2 X

)
is used.

§§§See equation (B.33) in Appendix A, Section A.4



CHAPTER 3. SHG IN CRYSTALS: VARIATIONS IN SPACE AND TIME 59
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Figure 3.9: Second-harmonic generation at normal incidence: (a) Schematic representation of the interaction within
the nonlinear crystal, depicting the conversion of fundamental wave (gray) to second-harmonic wave (purple). (b)
Depiction of the wave vector components for the fundamental and second-harmonic waves in the XZ plane.

To compute the second-harmonic intensity, we focus on the region within the beam radius (i.e.,RYZ ≤ R(b)), which
leads to Θ(R(b)−RYZ) = 1. In Appendix A, Section A.5, we derive an expression for the average second-harmonic
intensity at X = L, which is given by (see equation (A.93)):

⟨I2ω0⟩ = ω2
0 L

2 |d22|2√
8π5 ne(2ω0)n2

o(ω0) ϵ0 c3

TPω0

τ
⟨Iω0⟩

2 sinc2
(

∆k
2 L

)
(3.63)

The average second-harmonic power of the second harmonic radiation is now computed as follows:

⟨P2ω0⟩ = ⟨I2ω0⟩ ·Abeam = ω2
0 L

2 |d22|2√
8π5 ne(2ω0)n2

o(ω0) ϵ0 c3

TPω0

τ
⟨Iω0⟩

2 sinc2
(

∆k
2 L

)
Abeam (3.64)

Table 3.2 summarizes the values used to evaluate equation (3.64) for clarity. Substituting these values yields a
predicted power of 3.44 mW. However, there is still a discrepancy between theory and experiment (i.e., 2.7 mW),
which represents a relative error of 22%. The multilayer mirror, designed to reflect light optimally at 1030 nm, is
intended to transmit all SHG signal to the detector. However, it turns out to have a finite (possible large) reflectivity
at 525 nm¶¶¶. This uncertainty in mirror performance can explain the remaining discrepancy between theory and
experiment.

Taking into consideration the absorption of the multilayer mirror, the theoretical prediction developed in this
chapter achieves quantitatively agreement with the experimental result of second harmonic generation process at
infrared (IR) and visible (VIS) wavelengths.

¶¶¶Communication with the manufacturer revealed a potential reflectivity range for second harmonic generation (SHG) of 10 % to 89 %.
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Crucially, condition (3.36) needs to be considered. The model assumes that the linear contribution dominates in
the expansion of the polarization density. Particularizing this condition for the scenario with a temporal Gaussian
profile, we obtain the following expressions:∥∥∥∥〈ϵ0χ(2)(−2ω0;ω0, ω0) : Eω0(r, t)Eω0(r, t)

〉∥∥∥∥ =
√
πϵ0τ

TPω0

2Ipeak

cϵ0 no(ω0)
√
|d15|2 + |d22|2 (3.65a)

∥∥∥〈ϵ0χ(1)(−ω0;ω0) · Eω0(r, t)
〉∥∥∥ =

√
2πϵ0τ
TPω0

∣∣n2
o(ω0)− 1

∣∣ ( 2Ipeak

cϵ0 no(ω0)

)1/2
(3.65b)

With these two expressions, we can rewrite the condition (3.36) as follows:

√
|d15|2 + |d22|2

(
2Ipeak

cϵ0 no(ω0)

)1/2
≪
∣∣n2

o(ω0)− 1
∣∣ (3.66)

The left-hand side yields a value of 0.02, significantly smaller than the 3.97 obtained on the right-hand side,
confirming that the condition is satisfied. Purposely, Ipeak is calculated using equation (3.56). Model evaluation

Table 3.2: Parameters used to evaluate equation (3.63). The first column indicates the reference source for each
parameter value. A blank entry signifies that the parameter is a known parameter.

Reference Parameter Value

L 1 mm
λ0 1030 nm

Sánchez-Dena et al.69 d15 5 pm/V
d22 2.5 pm/V

Schalarb and Betzler67 no(ω0) 2.2339
ne(2ω0) 2.2270
TPω0

0.02 ms
τ 0.112 ps
Abeam 38.01 nm
Pω0 2.7 mW

introduces uncertainty due to material-dependent parameters, like the index of refraction and nonlinear coefficients,
which are not directly measured in this study. We rely on Schalarb and Betzler’s model67 for the index of refraction
and values reported by Sánchez-Dena et al.69 for the nonlinear coefficients. This introduces the possibility of
alternative parameter sets yielding similar results.

While directly measuring these parameters would be ideal, it is beyond the scope of this work. However, the
derived model provides results consistent with the order of magnitude observed in experimental data. For instance,
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in standard nonlinear optics books11,29, one can find the following equation:

P2ω0 = 2ω2
0L

2

ϵ0c3
|d22|2

n2
o,ω0

ne,2ω0

I2
ω0

sinc2
(

∆k
2 L

)
Abeam (3.67)

This expression, with the given parameters in Table 3.2, underestimates the second-harmonic power by at least
three orders of magnitude (i.e., nW) compared to measured data (i.e., mW). This stark discrepancy highlights the
crucial role of considering temporal effects when modeling second-harmonic generation (SHG) with pulsed light
sources.

Having validated the theory for wave propagation in uniaxial crystals, the next step is to extend this framework
to explore SHG within the extreme ultraviolet (XUV) regime.





Chapter 4

Wave Propagation in the XUV regime

Building on the exploration of wave propagation within uniaxial crystals in Chapter 3, which focuses on the role
of spatio-temporal effects in second harmonic generation (SHG) at the infrared and visible regimes, this chapter
expands the scope. We delve deeper into wave propagation within uniaxial crystals, particularly the challenges
presented by the extreme ultraviolet (XUV) regime.

While the light-conversion experiment described in Chapter 3 benefits from the favorable transparency window
(i.e., low absorption) of the nonlinear medium, lithium niobate (LiNbO3), spanning 320 nm to 3000 nm66, this
advantage diminishes significantly at higher energies. For instance, at 514 nm, the linear absorption coefficient
α [cm−1] is 0.019 cm−1 for light polarized perpendicular to the optic axis, and 0.035 cm−1 for parallel polarization70.
This translates to 1.9% and 3.5% reduction in intensity, respectively, when light travels through a 1 cm sample.
However, at XUV wavelengths, absorption becomes a dominant factor, significantly impacting light-conversion
efficiency. Drawing on the spatio-temporal framework established in Chapter 3, this chapter incorporates absorption
into the description of wave propagation within uniaxial crystals.

4.1 Absorption in Wave Equation
As derived in Chapter 3, Section 3.1.2, the wave equation governing propagation at frequency ωℓ with respect to the
principal coordinate system XYZ is:

∇2Ẽ
ωℓ

(r, ω − ωℓ) + ω2

c2 ϵ(ω) · Ẽ
ωℓ

(r, ω − ωℓ)− β
′

ω∇
(
Ẑ · ∇

)(
Ẽ

ωℓ

(r, ω − ωℓ) · Ẑ
)

= −ω
2
ℓ

c2 P̃
NL

ωℓ

(r, ω − ωℓ)

where the dielectric tensor ϵ and the parameter β′

ω read as follows:

ϵ(ω) = I + χ(1)(ω)

β
′

ω = 1− 1 + χ
(1)
ZZ(ω)

1 + χ
(1)
XX(ω)

63
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Here, χ(1)(ω) is the linear susceptibility tensor. To introduce absorption into the wave propagation equation, the
linear susceptibility can be written as a complex quantity3:

χ(1)(ω) = Re
{
χ(1)(ω)

}
+ i Im

{
χ(1)(ω)

}
(4.1)

Consequently, the expression for the dielectric tensor can be rewritten as follows:

ϵ(ω) = I + Re
{
χ(1)(ω)

}
+ i Im

{
χ(1)(ω)

}
(4.2)

Taking into consideration expression (4.2), the wave equation becomes:

∇2Ẽ
ωℓ

(r, ω − ωℓ) + ω2

c2 Re
{

ϵ(ω)
}
· Ẽ

ωℓ

(r, ω − ωℓ)− β
′

ω∇
(
Ẑ · ∇

)(
Ẽ

ωℓ

(r, ω − ωℓ) · Ẑ
)

=

−iω
2

c2 Im
{

ϵ(ω)
}
· Ẽ

ωℓ

(r, ω − ωℓ)−
ω2

ℓ

c2 P̃
NL

ωℓ

(r, ω − ωℓ)
(4.3)

The real and imaginary part of the dielectric tensor are given by the following expressions:

Re
{

ϵ(ω)
}

= I + Re
{
χ(1)(ω)

}
Im
{

ϵ(ω)
}

= Im
{
χ(1)(ω)

}
where I is the identity matrix. To analyze the wave equation (4.3) further, we can introduce convenient shorthand
notation for the diagonal components of the real and imaginary parts of the dielectric tensor:

k
o, e
(ω) = ω

c

√
1 + Re

{
χ

(1)
jk (ω)

}
= ω

c
no,e(ω) (4.4a)

g
o, e
(ω) = ω

c

√
Im
{
χ

(1)
jk (ω)

}
(4.4b)

The index of refraction, denoted by no,e(ω) for the ordinary and extraordinary waves respectively, relates to the real
part of the linear susceptibility through the following equation28:

n
o, e
(ω) =

√
1 + Re

{
χ

(1)
jk (ω)

}
(4.5)

In this context, jk becomes XX for ordinary (o) wave and ZZ for extraordinary (e) wave. Purposely, we denote
expression (4.4a) by ko,e(ω) since they represent the same quantity defined in Chapter 3∗. Since we express the
dielectric tensor with respect to the principal coordinate systemXYZ, the off-diagonal entries of the dielectric tensor

∗For example, see equations (3.28) for θ = 0, where θ is the angle between the wave vector and the optic axis. In this case, the quantity is
real. Further on in this chapter, we will see that this quantity can be defined as a complex quantity.
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are zero. Using expressions (4.4), we can rewrite equation (4.3) as follows:

∇2Ẽ
ωℓ

(r, ω − ωℓ) +

k2
o(ω) 0 0
0 k2

o(ω) 0
0 0 k2

e(ω)

 · Ẽ
ωℓ

(r, ω − ωℓ)− β
′

ω∇
(
Ẑ · ∇

)(
Ẽ

ωℓ

(r, ω − ωℓ) · Ẑ
)

=

−i

g2
o(ω) 0 0
0 g2

o(ω) 0
0 0 g2

e(ω)

 · Ẽ
ωℓ

(r, ω − ωℓ)−
ω2

ℓ

c2 P̃
NL

ωℓ

(r, ω − ωℓ)

(4.6)

We can gain insights into the behavior of ko,e(ω) and go,e(ω) around the carrier frequency ωℓ by employing a Taylor
series expansion:

ko,e(ω) = ko,e(ωℓ) + ∂ko,e

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ) + ∂2ko,e

∂ω2

∣∣∣
ω=ωℓ

(ω − ωℓ)2 + . . . (4.7a)

go,e(ω) = go,e(ωℓ) + ∂go,e

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ) + ∂2go,e

∂ω2

∣∣∣
ω=ωℓ

(ω − ωℓ)2 + . . . (4.7b)

Utilizing the results of the Taylor series expansion, we can transform equation (4.6) into the following form:

∇2Ẽ
ωℓ

(r, ω − ωℓ) + K · Ẽ
ωℓ

(r, ω − ωℓ)− β
′

ωℓ
∇
(
Ẑ · ∇

)(
Ẽ

ωℓ

(r, ω − ωℓ) · Ẑ
)

=

−iG · Ẽ
ωℓ

(r, ω − ωℓ)−
ω2

ℓ

c2 P̃
NL

ωℓ

(r, ω − ωℓ)
(4.8)

Here, we introduce K that is given by the following expression:

K =

KXX 0 0
0 KYY 0
0 0 KZZ



Kjk = k2
o,e(ωℓ) +

(
2ko,e(ωℓ)

1
vo,e

g (ωℓ)

)
(ω − ωℓ) + 1

vo,e
g (ωℓ)2

(
1− ko,e(ωℓ)

∂vo,e
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . .

(4.9)

Additionally, G is expressed as follows:

G =

GXX 0 0
0 GYY 0
0 0 GZZ



Gjk = g2
o,e(ωℓ) + 2go,e(ωℓ)

∂go,e

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ) +
[(

∂go,e

∂ω

)2∣∣∣
ω=ωℓ

+ 2go,e(ωℓ)
∂2go,e

∂ω2

∣∣∣
ω=ωℓ

]
(ω − ωℓ)2 + . . .

(4.10)
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Purposely, jk can be XX and YY for ordinary (o) waves, but jk becomes ZZ for extraordinary (e) waves. In
addition, vo,e

g represents the group velocity for either ordinary or extraordinary waves. Regarding the parameter β′

ωℓ
,

it is written as follows:

β
′

ωℓ
= 1− 1 + χ

(1)
ZZ(ω)

1 + χ
(1)
XX(ω)

= 1− [ke(ω)]2 + i[ge(ω)]2

[ko(ω)]2 + i[go(ω)]2

(4.11)

where ko,e(ωℓ) and go,e(ωℓ) are Taylor expanded around ωℓ.
All in all, equation (4.8) describes the pulse propagation with absorption. The left-hand side of this equation

preserves the functional form presented in equation (3.25). Consequently, we can use the formalism developed by
Eimerl and co-workers65 to address the space-related terms in equation (4.8). We highlight that these equations are
valid for isotropic crystals (i.e., no = ne) as discussed in Chapter 3.

In isotropic crystal, the entries of the linear susceptibility tensor are identical. This means that the real and
imaginary parts of each entry do not differ from one another. Consequently, β′

ωℓ
= 0 from (4.11). Finally, equation

(4.8) becomes:

∇2Ẽ
σωℓ

(r, ω − ωℓ) +
(
f(ωℓ) + ∂f

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ) + ∂2f

∂ω2

∣∣∣
ω=ωℓ

(ω − ωℓ)2 + . . .

)2

Ẽ
σωℓ

(r, ω − ωℓ)

= − ω2
ℓ

ϵ0c2 P̃
NL

σωℓ

(r, ω − ωℓ)− i
(
g(ωℓ) + ∂g

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ) + ∂2g

∂ω2

∣∣∣
ω=ωℓ

(ω − ωℓ)2 + . . .

)2

Ẽ
σωℓ

(r, ω − ωℓ)
(4.12)

where σ = X,Y, Z. This compact notation is possible because direction does not play a role in wave propagation
through cubic crystals.

The subsequent section revisits the arguments provided in Chapter 3 to assess the relevance of spatial-temporal
effects in SHG.

4.2 Diffraction and Dispersion along with Absorption
This section focuses on estimating the impact of absorption on the various criteria introduced in Chapter 3, Section
3.2. Wave propagation of fundamental and harmonic modes in uniaxial crystals can be analyzed using equation
(4.8). However, there is no such tractable, analytical, and general approach to deal with coupled nonlinear partial
differential equations71.

Generally, these equations are typically tackled using numerical methods3. However, in an effort to reduce the
complexity of these equations, the effect of diffraction and dispersion under absorption are estimated.

Diffraction

Similar to Chapter 3, Section 3.2, there are two characteristic lengths: the diffraction length (Ld) and the sample
length (L). However, when absorption starts playing a role in wave propagation, an additional parameter emerges:
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the absorption length (Lα). By definition, the imaginary part of the linear susceptibility tensor is related to a
previously introduced parameter: the absorption coefficient (α). This relationship is expressed as follows28:

αo,e(ω) =
ω Im

{
χ

(1)
jk (ω)

}
n

o, e
(ω)c

(4.13)

In this expression, αo,e corresponds to either ordinary (when jk involves XX or YY ) or extraordinary (when jk
corresponds to ZZ) waves. The unit of this quantity is 1/m. The absorption length is given by: Lαo,e = 1/αo,e.
This length provides an indication of the distance over which the intensity of radiation decreases significantly due to
absorption in the material.
In Chapter 3 (Section 3.2), we provide the following criterion for estimating diffraction:

Ld ≃ b = 2π
λ
W 2

0 > L

where L is the length of the sample, and λ is the wavelength within the nonlinear medium. The latter is given by the
following expression: λ̄/no,e, where λ̄ stands for the wavelength in vacuum†, and no,e corresponds to the ordinary
or extraordinary index of refraction. There are two key scenarios to consider regarding the diffraction length (Ld)
and the sample length (L): (1) Ld > L and (2) Ld < L (see Fig. 4.1).

In the former, the diffraction length, which characterizes the distance light travels before spreading significantly,
is larger than the sample length. This implies that the nonlinear interaction between the light and the medium
dominates in comparison with diffraction; light interacts with the medium, potentially leading to effects like second
harmonic generation (SHG), before diffracting noticeably.

In the latter, the sample length is larger than the diffraction length. This signifies that diffraction occurs within
the nonlinear medium. Diffraction becomes a significant factor alongside the nonlinear interaction, and both effects
need to be incorporated into any model describing the light propagation.

X X

Figure 4.1: Illustration of the key characteristic lengths governing light propagation in a solid crystal, such as LiNbO3,
considering both absorption and diffraction phenomena. We examine two main scenarios: one where diffraction
plays a role (Scenario 1), and another where it does not (Scenario 2), while still considering the effects of absorption.

†For the convention of using λ̄ for the vacuum wavelength, please refer to the footnote on page 48.
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Within scenario (1), absorption can be neglected if Lαo,e
is larger than both L and Ld. This implies that light

can propagate through the medium and interact non-linearly with the material before it is appreciably absorbed or
diffracted. Conversely, when Lαo,e is smaller than both L and Ld, absorption becomes dominant. This weakens the
nonlinear interaction and diffraction. In extreme cases, strong absorption can completely prevent light transmission
through the material. While we can potentially increase light transmission by adjusting L, it is crucial to do so
cautiously. Reducing L excessively can weaken the nonlinear interaction needed for processes, such as SHG.

Therefore, maintaining a suitable sample length is essential for observing nonlinear effects in presence of
absorption.
With respect to scenario (2), we can encounter three scenarios‡:

• Lαo,e
> L & Lαo,e

> Ld

• Lαo,e
< L & Lαo,e

> Ld

• Lαo,e < L & Lαo,e < Ld

In the first case, the length scale of absorption is significantly larger than the scales at which diffraction and
nonlinear processes occur. This allows us to neglect absorption in this specific scenario. However, for all other cases,
absorption reduces the nonlinear interaction because it takes place within the sample length. In regimes with strong
absorption, it can even dominate over nonlinear interaction, leading to a variation of the fundamental field due to the
linear effect of absorption rather than any nonlinear effects.

Dispersion

Following Section 4.1, ko,e(ω) captures the dispersion arising from the real part of the linear susceptibility tensor
χ

(1)
jk (ω). To quantify these dispersion effects, we perform a Taylor expansion of ko,e(ω) around the carrier frequency
ωℓ (as shown in equation (4.9)). This approach parallels the analysis in Section 3.1 of Chapter 3, allowing us to
establish a similar criterion for neglecting group velocity in the expansion around ωℓ:

∣∣∣∣vo,e
g − vo,e

p

vo,e
p

∣∣∣∣ =

∣∣∣∣∣∣∣∣
ℏωℓ

∂no,e

∂(ℏω)

∣∣∣
ℏω=ℏωℓ

no,e(ωℓ) + ℏωℓ
∂no,e

d(ℏω)

∣∣∣
ℏω=ℏωℓ

∣∣∣∣∣∣∣∣ (4.14)

For clarity, vo,e
p represents the ordinary/extraordinary phase velocity, and vo,e

g stands for the ordinary/extraordinary
group velocity.

Analogous to the dispersion captured by ko,e(ω) for the real susceptibility, go,e(ω) describes the dispersion
associated with the imaginary part of the linear susceptibility tensor χ(1)

jk (ω). Similar to the expansion of ko,e(ω) in
(4.7b) or (4.9), we can expand go,e(ω) around the carrier frequency ωℓ. For simplicity, we use the expansion given

‡Considering the case where Lαo,e > L & Lαo,e < Ld, a contradiction arises. This is because L cannot be both larger and smaller than
Ld.
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by expression (4.7b):

go,e(ω) = go,e(ωℓ) + ∂go,e

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ) + ∂2go,e

∂ω2

∣∣∣
ω=ωℓ

(ω − ωℓ)2 + . . .

In this expression, the derivatives read as follows:

∂go,e

∂ω

∣∣∣
ω=ωℓ

= go,e(ωℓ)
(

1
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+ 1
2
∂

∂ω

[
loge

(
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{
χ

(1)
jk (ωℓ)

})]∣∣∣∣∣
ω=ωℓ

)
(4.15a)
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(4.15b)

where go,e(ωℓ) is given by expression (4.4b) evaluated at the carrier frequency ωℓ:

g
o, e
(ωℓ) = ωℓ

c

√
Im
{
χ

(1)
jk (ωℓ)

}
Moreover, jk corresponds to eitherXX or YY for ordinary (o) waves, and jk corresponds toZZ for extraordinary

(e) waves. The aim is to develop a criterion to assess the influence of neglecting dispersion-related terms on (4.7b).
We specifically focus on a system characterized by a pseudo-monochromatic field (i.e., a wave with a narrow
frequency bandwidth, ∆ω ≪ ωℓ). This implies we aim to evaluate go,e at the carrier frequency, ωℓ. To achieve this,
we establish a condition that guarantees minimal contributions from the first-order dispersion term within a Taylor
series expansion, which is written as follows§:∣∣∣∣14 ∂

∂ℏω

[
loge

(
Im
{
χ

(1)
jk

})]∣∣
ℏω=ℏωℓ

∣∣∣∣≪ 1 (4.16)

Under this condition, neglecting dispersion-related terms associated with the imaginary part of the first-order
susceptibility can be neglected. The next section focuses on deriving and evaluating the SHG intensity (power) at
normal incidence in the transmission geometry for X-cut LiNbO3.

4.3 Normal Incidence & Absorption
We explicitly account for absorption within the wave equation that describes the spatio-temporal evolution of waves
propagating through uniaxial crystals. This approach aligns perfectly with the fact that contemporary XUV radiation
sources, like SACLA and FERMI15,21, emit radiation in the form of pulses. The scenario modeled in this section
is illustrated in Fig. 4.2. The nonlinear medium under consideration is the X-cut LiNbO3. There is an incident

§For a detailed derivation of the absorption criterion, refer to Appendix B, Section B.1.
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Z

Y

X

Figure 4.2: Wave propagation of the fundamental and second-harmonic waves through the nonlinear material at
normal incidence.

fundamental radiation pulse at a carrier frequency ω0. This wave propagates along the principal axis X , while the
electric field is polarized along Y . In the case where the nonlinear medium is a uniaxial crystal, the fundamental
electric field, under this geometry, is ordinary polarized. The fundamental wave strikes the surface at normal
incidence, transmitting into the crystal. The nonlinear response is given by the following expression:

PNL
2ω0

(r, t) = ϵ0

−d33 −d31 −d31 0 0 0
0 0 0 0 d22 −d15

0 d22 −d22 0 −d15 0
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
(4.17)

Referring to Table 2.2, the d-matrix possesses two distinct representations. The first representation is applicable
when the Kleinman symmetry is broken, whereas the second is valid under this symmetry. Due to the high energy
of the employed XUV radiation, the former representation is more appropriate because of the absorption within
the material. As discussed in Chapter 3, we rotate the d-matrix for the 3m crystal class in Table 2.2 to accurately
describe this quantity for the X-cut LiNbO3. In the particular case that the fundamental field is polarized along Y
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(ordinary o), the components of the nonlinear polarization in equation (4.17) become:

PNL
X2ω0

= −ϵ0 d31 [Eo

Y ω0
(r, t)]2 (4.18a)

PNL
Y 2ω0

= 0 (4.18b)

PNL
Z2ω0

= ϵ0 d22 [Eo

Y ω0
(r, t)]2 (4.18c)

We solely consider the Z component of the nonlinear response (Eq. 4.18c) because only the second-harmonic wave
polarized along the optical axis propagates effectively through the nonlinear medium. This is further elaborated
in Chapter 3, where we conclude that the generated second-harmonic wave only propagates when aligned with the
optical axis.

In analyzing equation (4.8), we employ the same parameterization for both the fundamental and second-harmonic
waves as presented in Chapter (3):

Ẽo

Y ω0
(r, ω − ω0) = Θ(R(b) −RYZ) F̃ o

Y ω0
(X,ω − ω0) exp (i ko(ω0)X) (4.19a)

Ẽe

Z2ω0

(r, ω − 2ω0) = Θ(R(b) −RYZ) F̃ e

Z2ω0

(X,ω − 2ω0) exp (i ke(2ω0)X) (4.19b)

where Θ
(
R(b) −RYZ

)
is a Heaviside function given by:

Θ(R(b) −RYZ) =

1 , for R(b) ≤ RYZ where RYZ =
√
Y 2 + Z2

0 , otherwise
(4.20)

In equations (4.19), the fundamental wave polarized along the Y-axis is denoted as o, while the generated second-
harmonic wave polarized along the Z-axis is denoted as e. This distinction between ordinary (o) and extraordinary
(e) waves is inherent to this model, as established in Chapter 3. Section 4.4 will demonstrate that this distinction
remains valid even when considering nonlinear effects, as the identification is determined by linear effects.

As a reminder from Chapter 2, ordinary waves exhibit polarizations perpendicular to the plane formed by the
wave vector and the optical axis, which in this case coincides with theXZ plane. Conversely, waves polarized within
this plane are referred to as extraordinary waves.

We will now focus on the area where the distance from the beam center (denoted by RYZ) is less than or equal
to the beam radius R(b). Within this region, the Heaviside function equals unity. Additionally, the diffraction, and
absorption criteria are assumed to be valid. Later, we will re-visit these criteria.

There is a crucial distinction between the scenario explored in Chapter 3 and the current case when considering
the applicability of the approximation based on the criterion (4.14). In Chapter 3, we established that the phase
velocity did not deviate considerably from the group velocity. This allowed us to simplify the Taylor series expansion
(refer to equation (3.26a)) by focusing solely on the term associated with the phase velocity. For clarity, the phase
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velocity and the group velocity are given below:

vo,e
p = c

no,e(ωℓ)
(4.21a)

vo,e
g = c

n(ωℓ) + ℏωℓ
∂no,e

∂(ℏω)

∣∣∣
ℏω=ℏωℓ

(4.21b)

Wavefront propagation describes the movement of a specific phase (crest, trough, for instance) of a wave, traveling at
the phase velocity. However, the information carried by the wave, often represented by the peak of a pulse, propagates
at a different speed known as the group velocity72. As discussed in Chapter 3, when the difference between group
and phase velocities is minimal, we can calculate the time-averaged second-harmonic power using the phase velocity.

Notably, since both the ordinary and extraordinary refractive indices are greater than one, the phase velocity in
this case was slower than the speed of light. However, this behavior differs in the XUV region for LiNbO3 since
the index of refraction is less than unity (see Section 4.5, Fig. 4.6). This necessitates including the second term in
the Taylor expansion presented in equation (4.9) in order to incorporate explicitly the group velocity. Then, using
expressions (4.19), equation (4.8) for ωℓ = ω0 and ωℓ = 2ω0 become:

∂

∂X
F̃ o

Y ω0
(X,ω − ω0) + 1

2αo(ω0)F̃ o

Y ω0
(X,ω − ω0)− i(ω − ω0)
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g

F̃ o

Y ω0
(X,ω − ω0)

= i(ω0)2

2ko(ω0)ϵ0 c2 P̃
NL

Y ω0
(r, ω − ω0) exp (−i ko(ω0)X) (4.22a)

∂

∂X
F̃ e

Z2ω0
(X,ω − 2ω0) + 1

2αe(2ω0)F̃ e

Z2ω0
(X,ω − 2ω0)− i(ω − 2ω0)

ve
g

F̃ e

Z2ω0
(X,ω − 2ω0)

= i(2ω0)2

2ke(ω0)ϵ0 c2 P̃
NL

Z2ω0
(r, ω − 2ω0) exp (−i ke(2ω0)X) (4.22b)

The derivation of these equations follows a similar approach to that detailed in Appendix A, Section A.4. These
extended equations account for absorption in both the fundamental wave (denoted by αo(ω0)) and the second-
harmonic wave (denoted by αe(2ω0)) wave. One potential simplification arises when the second-order material
response is significantly weaker than the absorption experienced by the fundamental wave.

Within the nonlinear medium, the interaction with the second harmonic wave (SHG) minimally modifies the
fundamental wave compared to the attenuation caused by absorption. Under this assumption, equation (4.22a) can
be reduced to:

∂

∂X
F̃ o

Y ω0
(X,ω − ω0) + 1

2αo(ω0)F̃ o

Y ω0
(X,ω − ω0)− i(ω − ω0)

vo
g

F̃ o

Y ω0
(X,ω − ω0) ≈ 0 (4.23)

This assumption enables the decoupling of the fundamental wave from the harmonic wave, leading to a simplified
form of Equation (4.22a). In many SHG experiments, a common scenario arises: the nonlinear crystal is illuminated
solely by fundamental light, with no second harmonic radiation present at the beginning of the nonlinear medium
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(X = 0). Mathematically, this statement is expressed as follows:

F o

Y ω0
(0, t) = K exp

(
− t2

2τ2

)
(4.24a)

F e

Z2ω0
(0, t) = 0 (4.24b)

Building on Chapter 3, we again consider a Gaussian temporal profile at the interface for the fundamental wave,
whereK is a constant with units of V/m. Additionally, τ represents the pulse length. The solution to equation (4.23)
in the time-domain is then given by:

F o

Y ω0
(X, t) = K exp

(
−αo(ω0)

2 X

)
exp

(
− 1

2τ2

(
t− 1

vo
g

X

)2
)

(4.25)

In Appendix B, Section B.2, we obtain the solution of equation (4.22b) under the boundary condition (4.24):

F e

Z2ω0
(X, t) = i ω0 d22G

o(ω − 2ω0) exp (iθ)

ne(2ω0) c
√
αe(2ω0)

2 − αo(ω0)− i∆k[
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[−αo(ω0)− i∆k]X
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− exp
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−1

2αe(2ω0)X
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1
2π
(
F o

Y ω0
(t)
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(4.26)

where θ is given by:

θ = π + arctan
[(

αe(2ω0)
2 − αo(ω0)

)/
∆k
]

(4.27)

In Appendix B, Section B.2, we employ the narrow-band approximation to derive expression (4.26). This ap-
proximation assumes that deviations from the central frequency are significantly smaller than the central frequency
itself.

Having computed the fundamental (4.25) and second-harmonic (4.26) envelopes, we will now focus on deriving
an expression for the time-averaged fundamental and second-harmonic intensity (power). We are interested in the
time-averaged fundamental intensity at the beginning of the nonlinear medium. We obtain an expression for the
time-averaged fundamental intensity through the following expression which is derived in Appendix C:

⟨Iω0⟩ =

∥∥∥∥∥ 1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt
1
2 Re

{
Eω0(X, t) × H∗

ω0
(X, t)

}∥∥∥∥∥ (4.28)

Here, TPω0
stands for the period-repetition time. Appendix B, Section B.2, details the derivation of expression

(B.11), culminating in the following expression:

⟨Iω0⟩ = Ipeak
1

TPω0

√
π τ (4.29)

where Ipeak is given by the following expression:

Ipeak = ⟨Pω0⟩√
π Abeam

(
TPω0

τ

)
(4.30)
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The expression (4.29) is obtained using equation (3.50) introduced in Chapter 3. For clarity, we write equation (3.50)
below:

⟨Iω0,2ω0⟩ = ⟨Pω0,2ω0⟩
Abeam

= ⟨Pω0,2ω0⟩
πW 2

0
(4.31)

Finally, we calculate the time-averaged second-harmonic intensity (power) through the following expression:

⟨I2ω0⟩ =

∥∥∥∥∥ 1
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2ω0
(X, t)

}∥∥∥∥∥ (4.32)

Analogous to the derivation of the time-averaged fundamental intensity, we can obtain an expression for the time-
averaged second-harmonic intensity using equation (4.32); evaluating such expression at X = L yields:

⟨I2ω0⟩ = ω2
0 |d22|2√

8π5 n2
o(ω0)ne(2ω0)c3 ϵ0
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Here, F(L) is given by the following expression:
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The time-averaged second-harmonic power reads as follows:

⟨P2ω0⟩ = ω2
0 |d22|2√

8π5 n2
o(ω0)ne(2ω0)c3 ϵ0

(
TPω0

τ

)
⟨Iω0⟩

2
Abeam F(L) (4.35)

Compared to the expression for the time-averaged second-harmonic power derived in Chapter 3 (equation 3.64),
equation (4.35) shows a key difference. Equation (4.35) shows a distinct dependence on the length (L) of the
nonlinear medium. In contrast to equation (3.64), it shows an exponential decay of the second-harmonic signal with
increasing length (L).

Additionally, when absorption is present, the nonlinear coefficient d22 becomes a complex quantity. In contrast,
in equation (3.64), d22 is a real coefficient. In the next section, we will revisit the validity condition introduced in
Chapter 3 for using ordinary and extraordinary waves in the context of nonlinear effects.

4.4 On ordinary and extraordinary waves
We derive the wave propagation equation incorporating absorption, distinguishing between ordinary and extraordi-
nary waves. This distinction is based on the linear polarization density. Therefore, we implicitly assume that the
nonlinear interaction of the fundamental wave with the medium is significantly weaker than the linear interaction:∥∥〈PNL

2ω0

〉∥∥≪ ∥∥∥〈P(1)
ω0

〉∥∥∥∥∥∥∥〈ϵ0χχχ(2)(−2ω0;ω0, ω0) : Eω0(r, t)Eω0(r, t)
〉∥∥∥∥≪ ∥∥∥〈ϵ0χχχ(1)(−ω0;ω0) · Eω0(r, t)

〉∥∥∥ (4.36)
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This condition is introduced specifically in Chapter 3. Building upon the approach presented there, we develop
condition (4.36) in this section. Similar to Chapter 3, we assume the fundamental wave follows a Gaussian profile
in time. Additionally, the fundamental wave is polarized along the Y -axis (ordinary wave) propagating along the
X-axis. Consequently, condition (4.36) becomes:

√
|d31|2 + |d22|2

(
2Ipeak

cϵ0 no(ω0)

)1/2
≪
√

(Re{ϵ
YY
(ω0)− 1})2 + (Im{ϵ

YY
(ω0)})2 (4.37)

This condition differs from the one presented in Chapter 3 since it incorporates absorption. This is achieved by
considering the imaginary part of the dielectric function.

With the time-averaged second-harmonic power expression derived, we can now evaluate this model. However,
material-dependent parameters are crucial for this evaluation, including the nonlinear coefficients and refractive
indices. These parameters will be addressed in the following section.

4.5 Study Case: LiNbO3 in XUV
This section focuses on applying the theory developed thus far to the study of wave propagation within a uniaxial
medium, specifically in the XUV regime. The aim is to provide a collection of parameters necessary to evaluate the
formalism. These parameters fall into two categories: material-dependent parameters, such as nonlinear coefficients
(d22) and refractive indices (no and ne); and light source parameters (i.e., laser), such as the period-repetition time
and pulse width. We are interested in the following energy range: 32 eV - 72 eV.

Building upon the foundational concepts of Density Functional Theory (DFT) introduced in Chapter 2, this
section focuses on the practical aspects of material property simulations. We will utilize the GPAW73,74 code
to calculate the dielectric function of LiNbO3, while Exciting47 will be employed to calculate the nonlinear
coefficients. The underlying physical principles and approximations employed by these codes are detailed in Chapter
2.

Material-dependent parameters

There are various methods for obtaining optical parameters of materials, including experimental approaches and
numerical simulations. Furthermore, databases are available to retrieve information on optical parameters of
different materials. For instance, when operating at high energies such as XUV or X-rays, the Center for X-Ray
Optics provides a database of refractive indices in the XUV and X-ray regions75. However, in the case of LiNbO3,
there is no information regarding whether the values reported in that database correspond to either ordinary or
extraordinary refractive indices. Since our formalism requires distinguishing between the indices of refraction, we
must choose between an experimental or numerical approach.

Regarding the latter, Density Functional Theory (DFT) is a popular modeling method to investigate the properties
of materials; several software packages based on DFT are available to carry out theoretical calculations, such as
GPAW (Grid-based Projector-Augmented Wave)73,74, VASP (Vienna Ab initio Simulation Package)76, ElK77, and
Exciting47. As stated previously, we use GPAW to compute the dielectric tensor elements, while Exciting is
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Nb

O

Li

Figure 4.3: LiNbO3 is depicted in its primitive cell, which represents the smallest unit of bulk LiNbO3. In this
configuration, LiNbO3 is described with two niobium (Nb) atoms, two lithium (Li) atoms, and six oxygen (O) atoms.

employed to calculate the nonlinear coefficients.

GPAW is based on the projector-augmented wave (PAW) method73. Through the PAW method, GPAW is able to
calculate all-electron properties efficiently. GPAW offers three approaches to study properties of materials: plane-
wave73, real-space uniform grids78, and atom-centered basis functions79. In this section, the plane-wave mode73 is
used to calculate the dielectric tensor80.

Regarding the calculations of the second-order susceptibility tensor elements, we use the Exciting code,
which is a full potential all-electron augmented linearized plane wave package. GPAW and Exciting work in
plane-wave mode to treat valence electrons, but the latter does not rely on the PAW method to simulate all-electron
properties. Instead, Exciting is based on the linearized augmented plane wave (LAPW) method81, explicitly
taking into consideration not only valence but also core electrons. Exciting deals with core electrons through a
different basis set, which utilizes spherical harmonic functions. This is why Exciting is more computationally
demanding.

In the simulations conducted in this section, the treatment of exchange and correlation, accounting for the
interactions between electrons within a material, is represented by the generalized gradient approximation (GGA)
using the Perdew-Burke-Ernzerhof (PBE)36 functional in both GPAW and Exciting codes.

We aim at simulating the linear and nonlinear optical response of LiNbO3 using the software packages GPAW
and Exciting. The crystallographic structure of LiNbO3 is retrieved from the Open Quantum Materials Database
(OQMD)82,83. The system can be described using a rhombohedral 10- atom unit cell with space group R3c.
The projector-augmented-wave (PAW) method42 is used to model the electron-ion interaction in the GPAW calcu-
lations. In this study, PAW setups are used for each element: Li 1s22s1, Nb 4s24p64d45s1, and O 2s2p4. They
corresponds to the valence states. These configurations align with the standard species file used by the Exciting
code for both the muffin-tin and interstitial regions. Maintaining a consistent description across these codes minimizes
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GPAW Exciting(a) (b)

Figure 4.4: Electronic band structure of (bulk) LiNbO3 calculated using (a) GPAW and (b) Exciting codes. The
Kohn-Sham (KS) energies are plotted along high-symmetry lines of the Brillouin zone. Fading blue lines represent
the KS energies before applying a scissor operator to the unoccupied (conduction band) levels, depicted as solid blue
lines. Energies are relative to the Fermi energy.

discrepancies in the calculated electronic structures.
In simulating properties of materials, achieving a converged ground-state calculation is the critical first step.

This involves considering two key parameters: number of basis functions, and the Brillouin zone sampling. The
former involves the number of basis (linearized augmented) plane-wave functions used to expand the electron wave
functions while the latter determines the size of the mesh used to sample the Brillouin zone of the system. Many
properties of a solid, including the total energy, are represented as integrals, performed over all possible k-vectors.
Obviously, the direct calculation of these integrals is very demanding. Therefore, the integrals are approximated by
sums performed on a set of k-points distributed on a finite grid.

We detail the convergence test performed in Appendix E to ensure a good description of the ground-state
calculations. We achieve this by fixing the k-mesh size and analyzing how increasing the basis set dimension
impacts the total energy per atom. As the difference in energy between calculations with increasing basis functions
progressively decreases (see Figs. E.1 in Appendix E), this difference serves as an estimate for the accuracy of the
calculated energy. In GPAW, we achieve an accuracy of 1 meV. Once a basis set size is chosen within this accuracy,
we vary the k-mesh size. In this case, the total energy per atom shows minimal variation, indicating that the chosen
k-mesh size has a negligible impact on the total energy calculation.

Using GPAW, we calculate the relaxed ground-state geometry and determine a lattice constant of a = 5.562 Å.
However, the GGA-PBE functional can slightly overestimate lattice constants84. This is indeed observed here, as the
experimental lattice constant69 is 5.492 Å. This translates to an overestimation of around 1.3%, which can be attributed
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to the limitations of the chosen functional. We use this relaxed geometry in Exciting to perform the convergence
tests of the total energy. Exciting achieves an accuracy of 0.01 eV (see Fig. ??Excitingconvergencefig :
Excitingconvergencependix E).

To quantify how the discrepancy in total energy per atom impacts the electronic structure, we directly compare
the band structures obtained using GPAW and Exciting (see Fig. 4.4). Both methods exhibit qualitatively similar
band structures, as shown by the semi-transparent blue lines in the figure. Notably, in both calculations, the valence-
band maximum (VBM) is located at the Γ point, while the conduction-band minimum (CBM) lies along the K−Γ
path. This observation aligns well with previous theoretical studies84,85. Within the single-particle approximation,
LiNbO3 exhibits an indirect band gap of 3.60 eV and 3.66 eV for GPAW and Exciting, respectively. These values
are in good agreement with each other, and also align well with other DFT calculations reporting band gaps of 3.61
eV85, 3.60 eV54, 3.48 eV84, and 3.50 eV86.

While both GPAW and Exciting offer comparable electronic structures within this level of theory, a more
precise description of the occupied and unoccupied bands is crucial for calculating the dielectric function and non-
linear coefficients. Since DFT often underestimates band gaps44, a correction to the calculated band gap for LiNbO3

is necessary before calculating the optical response.

DFT-GGA underestimates the optical gap because it neglects important physical phenomena. These phenomena
include the interaction between electrons and holes (excitonic effects) and the influence of electronic self-energy
effects (quasi-particle corrections)54. Arthur Riefer and collaborators87 utilize the G0W0 approach, a non-self-
consistent method, to calculate the quasi-particle spectrum of LiNbO3. This approach yields a band gap value of 5.4
eV. However, they acknowledge the influence of polar nature of this material on band gap calculations, as highlighted
in prior work by Schmidt and co-workers84.

The polar character of LiNbO3 gives rise to longitudinal optical phonons, which can generate macroscopic
electric fields that impact excited electrons and holes. Schmidt et al. estimate that electron-phonon coupling could
potentially increase the band gap to a range between 5.4 and 6.5 eV. Riefer et al.54 revisit this topic in a more
comprehensive study, employing a quasiparticle self-consistent approach. Additionally, they explicitly incorporate
thermal effects to account for lattice vibrations. This refined approach yields a band gap of 5.4 eV for LiNbO3. They
conclude that the previous reported band gaps84,87 rely on a fortuitous error cancellation between the simplified
evaluation of the self-energy and the neglect of lattice vibrations.

We shift the calculated KS unoccupied states with respect to a quasi-particle G0W0 band gap of 5.4 eV using
the scissor operator, as described in Chapter 2. This value is chosen based on our review of previous literature on
LiNbO3 band gap calculations, as discussed earlier. This approach leads to scissor operator values of (∆εScissor) 1.8
and 1.73 eV for the GPAW and Exciting band gaps, respectively.

The application of the scissor operator is depicted in Fig. 4.4. In this thesis, we do not take into consideration
excitonic effects when modelling the band gap. Consequently, we overestimate the optical band gap. This over-
estimation becomes more significant when the energy range under study approaches the optical band gap of the
material.
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Having incorporated the self-energy corrections, we aim to model the optical response of the material. A total
of 213 empty states are included to account for excitation up to twice the incoming photon energy for both linear
and nonlinear responses. The transition energy from the valence band maximum to the highest energy unoccupied
eigenstate with the scissor operator yields 89 eV and 88.72 eV for GPAW and Exciting, respectively.

The dielectric tensor is calculated based on the Random-Phase Approximation (RPA)80, while the second-order
susceptibility tensor is evaluated using the formalism outlined by Sharma and Ambrosch-Draxl17, as implemented
within Exciting. The level of theory employed in the linear response calculation is kept consistent with the second
harmonic response calculation. Both RPA and Sharma and Ambrosch-Draxl’s method are particle-independent
approximations. The calculations of the dielectric tensor components are depicted in Fig. 4.5. Comparing with
experimental data extracted from Ref. 18, the calculated imaginary part of the dielectric function shows a qualitatively
agreement with the experimental data, except for an overestimation of the peak located around 37 eV and a red-shifted
of the calculated spectrum with respect to the experimental data.

As previously noted in another study18, this characteristic peak is common at this level of theory (i.e., in the
particle-independent approximation). This pronounced peak appears not only in the imaginary part but also in
the real part of the dielectric tensor components. This peak is attributed to the transition metal oxides: the NbO6

octahedron. The transition metal ion (Nb) is surrounded by an octahedral cage of six oxygen ions, the so-called
ligands, which create a crystal field with cubic symmetry acting on the d-electrons of the transition metal atom: t2g

and eg . This pronounced peak around 37 eV is attributed to t2g orbitals. To properly sample the t2g peak, many-body
effects would need to be included.

Additionally, while adjusting the broadening parameter can improve the fit to experimental data, it can also
obscure the difference between the ordinary and extraordinary dielectric functions. From the real and imaginary part
of the dielectric function, we can compute the ordinary and extraordinary index of refraction as follows88:

no,e =
[

1
2

(√
Re{ϵij}2 + Im{ϵij}2 + Re{ϵij}

)]1/2
(4.38)

In this context, jk becomesXX for ordinary (o) andZZ for extraordinary. As previously stated in Chapter 2, uniaxial
crystals are optically anisotropic as pointed out in equation (2.9):

ϵ =

ϵXX 0 0
0 ϵXX 0
0 0 ϵZZ


Within the material, the linear interaction between the medium and light can be categorized as ordinary or extraor-
dinary. Ordinary refers to the linear response of the material when light propagates perpendicular to the optical axis
(i.e, X-axis or Y -axis). Conversely, extraordinary describes the linear response along the optical axis (i.e., Z-axis).

The ordinary and extraordinary absorption coefficients can also be computed from the dielectric tensor compo-
nents as follows88:

αo,e =
√

2ω
c

[√
Re{ϵij}2 + Im{ϵij}2 − Re{ϵij}

]1/2
(4.39)
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Figure 4.5: Visualization of the calculated real part and the imaginary part of the dielectric tensor components of
LiNbO3 along the X and Z axes. In the bottom, the black solid line represents experimental data extracted from the
work of Can B. Uzundal and collaborators18. A broadening of 0.25 eV is applied.

The refractive indices and absorption coefficients, as derived from equations (4.38) and (4.39), are illustrated in
Fig. 4.6. The calculated refractive indices generally follow the experimental trend, but significantly overestimate the
peak around 37 eV. This overestimation likely originates from the real and imaginary parts of the dielectric function,
which are also overestimated in this region. Consequently, we will exclude the data from 36 to 50 eV when selecting
values for the index of refraction and absorption coefficient.

The calculated modulus of the non-zero elements of the second-order susceptibility tensor components for
LiNbO3 are shown in Fig. 4.7. Notably, four non-vanishing nonlinear coefficients are observed. This is consistent
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Figure 4.6: Visualization of the ordinary and extraordinary indices of refraction, and the ordinary and extraordinary
absorption coefficients for LiNbO3. Experimental data of index of refraction extracted from the work of Can B.
Uzundal and collaborators18 is included along with the calculated indices of refraction.

with the case where Kleinman symmetry does not hold. Additionally, the parameter L, representing the length of
the crystal, is further discussed later in this section.

Light Source Parameters

Conducting experiments within a photon energy range of 32 to 72 eV entails specialized facilities. For example,
Emma Berger and her collaborators15 conducted several experiments on XUV SHG spectroscopy at the BL1
beamline of the SPring-8 Angstrom Compact Free Electron Laser (SACLA). The BL1 beamline covers photon
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Figure 4.7: Visualization of the modulus of the non-zero second-order nonlinear susceptibility components of
LiNbO3. Shown in a clockwise direction from the upper left quadrant are the components: XXZ, ZXX , YYY , and
ZZZ. A broadening of 0.025 eV is applied.

energies approximately ranging from 25 eV to 150 eV14. This spectrum aligns with the photon energy range used
to calculate the optical parameters of LiNbO3 based on DFT. Another facility operating in the ultraviolet range is
the Free Electron Laser Radiation for Multidisciplinary Investigations (FERMI). Additionally, in these facilities, the
pulses are tunable in discrete steps of 0.5 eV.

The parameters characterizing the generation of photons in these facilities are provided in Table 4.1. We can
finally evaluate the time-averaged second-harmonic power model (4.35) using these light source parameters and the
optical material properties. However, the model is developed based on several approximation criteria (see Sec. 4.2).
We will now focus on these approximations and the evaluation of the model.

Approximations and Evaluation

Special attention is given to the dispersion-related approximations. The scenario involves a fundamental wave with
Y -axis polarization propagating along the X-axis. undergoes normal incidence transmission through the nonlinear
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Table 4.1: Parameters that characterize two different XUV light sources: BL1 at SACLA and FEL1 at FERMI. λ0

is the carrier wavelength; TP is the pulse-repetition time; τ is the pulse width reported with respect to the full width
at half maximum (FWHM); and ⟨Pω0⟩ stands for the averaged power.

Beamline Parameter Values

λ0 8 - 49 nm
TPω0

0.02 s
BL1 (SACLA)14, 89 τFWHM 50 - 70 fs

Pulse energy 1 - 100µJ
⟨Pω0⟩ 50 µW - 5 mW

λ0 20 - 100 nm
TPω0

0.02 s
FEL1 (FERMI)90, 91 τFWHM 10 - 100 fs

Maximum pulse energy 0.1 mJ
⟨Pω0⟩ 5 mW

medium, generating a second-harmonic wave polarized along the Z-axis. Equation (4.16) is evaluated based on the
quantities calculated through DFT. For clarity, equation (4.16) is rewritten below:

|∆ij | =

∣∣∣∣∣14 ∂

∂ℏω

[
loge

(
Im
{
χ

(1)
jk

})]∣∣∣
ℏω=ℏωℓ

∣∣∣∣∣ (4.40)

In deriving equation (4.35), we assume negligible variation in the absorption coefficient around the central frequencies
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Figure 4.8: The left and right figures depict the approximation criterion, equation ( 4.40), for the dispersion of the
ordinary (XX/YY ) and extraordinary (ZZ) absorption coefficients, respectively.
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(fundamental and second harmonic). This simplification is valid when the quantity given in equation (4.40) is much
less than unity (see Section 4.2).

In Figure 4.8, we evaluate equation (4.40) for the ordinary and extraordinary case. The plot focuses on a specific
energy range for each case: 35 to 37 eV for the ordinary and 70 to 72 eV for the extraordinary. Within these ranges,
the criterion is satisfied around 35.5 eV for the ordinary case and 71 eV for the extraordinary case. For the sake
of clarity, the parameters used to evaluate equation (4.35) are stated in Table 4.2. The length parameter (L) of the

Table 4.2: Parameters involved in the production of SHG pulses under absorption.

Parameter Value

E0(λ0) 35.5 eV (∼ 34.925 nm)
d22 (|d22|) ∼ 0.0736 + i 0.0035 (0.0737) pm/V
no(ω0) ∼ 0.9237
ne(2ω0) ∼ 0.9059
αo(ω0) ∼ 55.1940 1

µm

αe(2ω0) ∼ 36.1404 1
µm

TPω0
0.02 s

τ 30.02 fs
Abeam (W0) 1.96 nm2 (25µm)
⟨Pω0⟩ 5 mW

crystal is omitted in Table 4.2 because its effect on the second-harmonic power is analyzed using the other parameters
listed.

Figure 4.9 shows the time-averaged second-harmonic power for different crystal lengths. While the power peaks
around 0.03µm, a crystal of this size would not be effective. The fundamental wavelength (λ0) is larger than the
crystal length, resulting in minimal interaction with the medium and negligible second harmonic generation. Con-
sidering this limitation, we evaluate the second harmonic power for a range of crystal lengths (L) between 0.1µm
and 0.2µm. The results, as shown in Figure 4.9, demonstrate a decrease in power with increasing length. The
second harmonic power goes from 0.447 nW at 0.1µm to 0.013 nW at 0.2µm.

In order to assess the practicality of measuring such low power, we can begin by estimating the number of
photons associated with the second-harmonic power. The number of photons can be calculated by dividing the
energy of a pulse by the energy of one photon within the pulse. The energy pulse can be computed as the product
between the average power (i.e., ⟨P2ω0⟩) and the pulse-repetition time (i.e., TPω0

). For example, consider a crystal
with a length of 0.1µm, the SHG pulse energy is given by EP = ⟨P2ω0⟩TP = 8.935 pJ = 55.772 MeV. Since the
energy of one photon within the SHG pulse is given by Ephoton = 71 eV, the number of photons in this scenario is
Nphoton ≈ 7× 105.
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Figure 4.9: Role of the length of the nonlinear medium in the time-averaged second-harmonic power. The vertical
dashed line represents the value of the fundamental wavelength.

Regarding the case when the length of the nonlinear medium is 0.2µm, the number of photons is given by
Nphoton ≈ 0.2× 105. For such low-intensity radiation, down to 105 photons per pulse, Sorokin and collaborators92

develop detectors operable under these circumstances, called huge-aperture open electron multiplier (HAMP) de-
tectors. However, a crucial drawback is that FERMI and SACLA currently lack HAMP detectors, limiting their
applicability in these facilities.

Lam et al. investigate second-harmonic generation (SHG) in graphite thin films at FERMI21. They use normally
incident light on films with thicknesses ranging from 100 to 720 nm. Interestingly, they measure SHG at low
photon numbers per pulse, ranging from 105 to 106. To achieve this, they employ an XUV spectrometer available
at FERMI93. This portable instrument utilizes a grating and a charge-coupled device (CCD) detector for signal
detection. This XUV spectrometer, which is operational within the desired energy range of 35.5 − 71 eV, is
well-suited for measuring the second-harmonic signal generated in LiNbO3 at normal incidence in transmission
geometry.

Regarding the length of the nonlinear medium, there are nanostructured LiNbO3 thin films94 95 with thickness
from 45 nm to 193 nm. LiNbO3 thin films can be good candidates to use in a transmission geometry SHG
experiment. Given the parameters in Table 4.2, we find that a crystal with a thickness of 0.1µm can potentially
generate experimentally measurable averaged power for second-harmonic generation in transmission geometry. To
mitigate sample damage, the area of the sample can be scanned during the experiment21.

The analysis considers two further key criteria: diffraction length (equation (4.14)) and the ordinary-extraordinary
(o-e) distinction condition (equation (4.37)). For diffraction, the fundamental wave exhibits a diffraction length of
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0.10 m, while the second-harmonic wave diffracts over a longer distance of 0.20 m. Given the specific context, these
diffraction lengths do not play a role within the nonlinear medium. (i.e., L = 0.1µm). Similarly, the o-e distinction
analysis reveals a dominance of the linear process (i.e., 0.33) compared to the second-harmonic contribution (i.e.,
0.016). This aligns with the fact that we focus on inefficient second-harmonic generation. Therefore, within this
specific energy regime, the concept of ordinary and extraordinary waves remains a valid and applicable framework
for this work.

In addition to transmission geometry, we can encounter scenarios where the focus is on the reflected SHG
radiation. This situation is explored in the subsequent section.

4.6 Reflection Geometry: Semi-infinite Approximation
The transmission geometry is a popular configuration for conducting optical experiments. Similarly, the reflection
geometry is useful for scenarios where absorption is strong within the medium, while our interest lies in the reflected
wave. This section focuses on conducting a theoretical analysis of the reflection geometry under oblique incidence.

In 1969, J. Jerphagnon and S. Kurtz presented a comprehensive account of SHG in nonabsorbing isotropic and
uniaxial crystals23, a theory readily accessible in standard nonlinear optics books11 28. In 1994, W. Herman and L.
Hayden96 extended the theory beyond propagation along special directions within the crystal to include birefringence.
Furthermore, they exclusively focused on accounting for absorption in isotropic materials.

A common feature shared between these two works is the consideration of the finite size of the sample, with
particular attention given to the thickness of the crystal. In contrast, this section is centered around the semi-infinite
approximation, neglecting the reflection at the back surface of the crystal. This choice is grounded in the fact that
the strong absorption within the crystal prevents waves from reaching the back surface.

Figure 4.10 illustrates the geometry of the system. Unprimed parameters refer to the medium the fundamental
wave strikes from, while primed parameters correspond to those within the nonlinear medium. The propagation takes
place in a plane perpendicular to the optical axis. The quantity θi denotes the incidence angle of the fundamental
wave on the crystal. Upon encountering the crystal, the fundamental wave undergoes partial reflection and partial
transmission. Upon transmission through the medium, the source wave undergoes a nonlinear interaction, generating
a polarization source wave at the doubled frequency 2ω0. This second-harmonic polarization source (denoted by
subscript s) then radiates light at the same frequency 2ω0. Notably, these two second-harmonic waves typically
propagate in different directions28. Additionally, the nonlinear interaction can also generate a reflected second-
harmonic wave.97, 11(pp. 124 - 126)

This reflected second-harmonic wave is collinear (i.e., their corresponding wave vectors point in the same
direction) with the reflected fundamental wave. This will become evident when deriving an expression for the
reflected and transmitted fields.

To describe the propagation of the second-harmonic wave within the crystal, we need to define the wave
propagation equation for this geometry under absorption. There is no reason why we cannot use the wave propagation
we derived previously in this chapter. However, we find it easier to deal with the dielectric tensor rather than the
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Figure 4.10: The experimental geometry for second-harmonic generation (SHG) involves the oblique incidence at
an angle θi of fundamental radiation onto the surface of a nonlinear crystal with thickness L. The plane of incidence
(white) is perpendicular to the optical axis. The coordinate system x̄ȳz̄ is defined as the laboratory system, and the
red vector represents the wave vector of the fundamental electric field. (b) This is a representation of the intersection
between the plane of incidence and the crystal. TheXYZ coordinate system corresponds to the principal coordinate
system.

linear susceptibility for this case. Hence, the starting point is the following equation derived in Chapter 3, Sec. 3.1.2:

∇2Ẽωℓ
(r, ω−ωℓ)+ω2

c2 ϵ(ω)·Ẽωℓ
(r, ω−ωℓ)−β

′

ω∇
(
Ẑ · ∇

)(
Ẽωℓ

(r, ω − ωℓ) · Ẑ
)

= −ω
2
ℓ

c2 P̃
NL
ωℓ

(r, ω−ωℓ) (4.41)

We choose this equation as the starting point because the treatment of the spatial coordinate differs from the previous
cases treated thus far in this thesis. Since we propagate radiation in a plane perpendicular to the optical axis, we
implicitly choose to work with respect to the principal coordinate system XYZ. Therefore, the dielectric tensor is
in its diagonal representation:

∇2Ẽωℓ (r, ω − ωℓ) + ω2

c2

ϵXX(ω) 0 0
0 ϵXX(ω) 0
0 0 ϵZZ(ω)

· Ẽωℓ (r, ω − ωℓ) − β
′
ω∇
(
Ẑ · ∇

)(
Ẽωℓ (r, ω − ωℓ) · Ẑ

)
=

−ω
2
ℓ

c2 P̃
NL
ωℓ

(r, ω − ωℓ)

(4.42)

We have two orthogonal coordinate system: the principal coordinate system XYZ and the laboratory coordinate
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system x̄ȳz̄. From Fig. 4.10, these two coordinate systems are related to each other as follows:x̄ȳ
z̄

 =

0 1 0
0 0 1
1 0 0


XY
Z

 (4.43)

Using this matrix transformation operation, the dielectric tensor in the laboratory coordinate system x̄ȳz̄ from the
principal coordinate system XYZ is given by:ϵx̄x̄(ω) 0 0

0 ϵȳȳ(ω) 0
0 0 ϵz̄z̄(ω)

 =

0 1 0
0 0 1
1 0 0


ϵXX(ω) 0 0

0 ϵXX(ω) 0
0 0 ϵZZ(ω)


0 1 0

0 0 1
1 0 0


T

=

ϵYY (ω) 0 0
0 ϵZZ(ω) 0
0 0 ϵXX(ω)


(4.44)

The dielectric tensor in the laboratory coordinate system x̄ȳz̄ remains diagonal. Subsequently, every equation, vector,
and tensor is defined with respect to the laboratory coordinate system. In transmission geometry, the transformation
between the principal axes and the laboratory frame simplifies to a rearrangement of the principal directions. Since
this rearrangement has no effect on the results, we can conveniently ignore it.

Conversely, reflection geometry necessitates a transformation because measurements are typically referenced to
the surface normal of the sample, which generally differs from the principal axes. However, for an X-cut LiNbO3

crystal, the principal axis X coincides with the surface normal. This fortunate alignment allows us to use the
principal coordinate system for analysis, but we will express the results in the laboratory frame for consistency with
a general description. Equation (4.42) can be expressed in terms of its vector components as follows:

∇2Ẽ
σ2ω0

(r, ω − 2ω0) + ω2

c2 ϵσσ(ω)Ẽ
σ2ω0

(r, ω − 2ω0)− β
′

ω∇σ (ȳ · ∇)
(
Ẽ
σ2ω0

(r, ω − 2ω0) · ȳ
)

=

− (2ω0)2

c2 P̃
NL
2ω0

(r, ω − 2ω0)

(4.45)

where σ = x̄, ȳ, z̄. In this case, we set ωℓ = 2ω0. Similarly to the transmission geometry case, the dielectric tensor
becomes a complex quantity to account for absorption. Additionally, we approach dispersion through the Taylor
expansion of the following term:

ω

c

√
ϵσσ(ω):

ω

c

√
ϵσσ(ω) = 2ω0

c

√
ϵσσ(2ω0)

+
[

1
c

√
ϵσσ(2ω0) + ω

c

√
ϵσσ(2ω0) ∂

∂ω
loge

(
ϵσσ(ω)

)]∣∣∣∣∣
ω=2ω0

(ω − 2ω0) + . . .
(4.46)
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In order to be consistent with the previous derivations, we solely focus on the pseudo-monochromatic term. Conse-
quently, equation (4.45) becomes:

∇2Ẽ
σ2ω0

(r, ω − 2ω0) + (2ω0)2

c2 ϵσσ(2ω0) Ẽ
σ2ω0

(r, ω − 2ω0)− β
′

2ω0
∇σ (ȳ · ∇)

(
Ẽ
σ2ω0

(r, ω − 2ω0) · ȳ
)

=

− (2ω0)2

c2 P̃
NL
2ω0

(r, ω − 2ω0)

(4.47)

To simplify the analysis, we neglect the depletion of the fundamental wave at ω0 due to nonlinear processes. This is
justified because absorption in the medium is typically much stronger than these nonlinear effects. Additionally, we
consider a scenario where the propagation directions of the second-harmonic wave and the nonlinear polarization
wave are not the same. This spatial separation further weakens the interaction between the fundamental and
second-harmonic waves.

The solution of the wave equation 4.47 consists of the sum of a solution to the homogeneous wave equation
(i.e., when P̃

NL
2ω0

(r, ω − 2ω0) = 0) and a particular solution of the inhomogeneous wave equation (i.e., when
P̃

NL
2ω0

(r, ω − 2ω0) , 0). These waves are commonly referred to as the free wave and the bound wave, respectively.
Given that the right side of the interface is lossy, the dielectric function of such a lossy medium is specified by its real
and imaginary parts28: ϵ′

σσ = Re
{
ϵ

′

σσ

}
+ i Im

{
ϵ

′

σσ

}
. As a different means of characterizing the lossy medium,

the wavenumber γ′

ν,ωℓ
is introduced, taking the form of a complex number:

γ
′

ν,ωℓ
= β

′

ν,ωℓ
+ iα′

ν,ωℓ
= ωℓ

c

√
ϵ′

ν(ωℓ) = ωℓ

c
n

′

ν(ωℓ) (4.48)

Here, ν =⊥, ∥ (i.e., perpendicular (ỹ), and parallel (x̃, z̃) to the plane of incidence) and ωℓ = ω0, 2ω0 (ω0 refers
to the fundamental wave while 2ω0 refers to the harmonic wave). The dielectric function is related to the index of
refraction as follows: n′

ν(ωℓ) =
√
ϵ′

ν(ωℓ).
Purposely, regarding the left side of the interface, where there is no absorption, one can introduce a real-valued

wavenumber: γν :
γν,ωℓ

= βν,ωℓ
= j

c

√
ϵν(ωℓ) = ωℓ

c
nν(ωℓ) (4.49)

Naturally, equation (4.47) can be rewritten as:

∇2Ẽ
σ2ω0
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)2 Ẽ
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c2 P̃
NL
2ω0

(r, ω − 2ω0)
(4.50)

As noted in previous works98,99, the form of the reflected and transmitted harmonic wave differs depending on
whether P̃

NL
2ω0

lies within or is perpendicular to the plane of incidence. In this section, we focus on a p-polarized
(i.e., parallel to the plane of incidence) fundamental electric field and P̃

NL
2ω0

perpendicular (p⊥) to the plane of
incidence.
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To obtain an expression for p⊥, we begin with the expression for the nonlinear polarization for an X-cut LiNbO3

given in equation (3.43):

PNL
2ω0

(r, t) = ϵ0

−d33 −d31 −d31 0 0 0
0 0 0 0 d22 −d15

0 d22 −d22 0 −d15 0





E2
Xω0

(r, t)

E2
Y ω0

(r, t)

E2
Zω0

(r, t)

2E
Y ω0

(r, t) E
Zω0

(r, t))

2E
Xω0

(r, t) E
Zω0

(r, t)

2E
Xω0

(r, t) E
Y ω0

(r, t)


(4.51)

In this case, the transmitted fundamental radiation leads to the nonlinear response. Hence, we need to know its form
in order to evaluate equation (4.51). The incident fundamental field in frequency domain is given by:

Ẽω0 i
(r, ω − ω0) =

 cos(θi)
0

− sin(θi)

 Θ
(
R(b) − ri

x̄ȳ

)
F̃ω0 i

(ω − ω0) exp{iki(ω0) · r} (4.52)

The transmitted fundamental field is expressed as follows:

Ẽ
′

ω0T
(r, ω − ω0) =


cos
(
θ

′

s

)
0

− sin
(
θ

′

s

)
 Θ

(
R(b) − rs

x̄ȳ

)
F̃

′

ω0T
(ω − ω0) exp

(
ik

′

T(ω0) · r
)

(4.53)

Here, Θ
(
R(b) − rζ

x̄ȳ

)
is a Heaviside function given by:

Θ
(
R(b) − rζ

x̄ȳ

)
=

1 , for R(b) ≥ rx̄ȳ where rx̄ȳ =
√

sec2 (θζ) x̄2 + ȳ2

0 , otherwise
(4.54)

where ζ can be either i or s, andR(b) is the radius of beam. Since both the nonlinear source wave and the transmitted
fundamental wave travel in the same direction, θ′

s appears in equation (4.53).
To account for the finite size of the beam, we model it using spatially confined plane waves restricted to a

cylindrical region. This confinement naturally results in a beam with a circular cross-section. Additionally, we
introduce angles within the equation (4.54) to account for the specific directions of both the incident and transmitted
fundamental waves.

Through standard Snell’s law and Fresnel’s formulas from linear optics19,28, the connection between the incident
angle θi and the refraction angle θ′

T can be determined:

n
′

∥(ω0) sin(θ
′

s) = n∥(ω0) sin(θi) (4.55)
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Since the incident field is p-polarized, we choose the index of refraction parallel to the plane of incidence n∥.
Additionally, the transmitted envelope is related to the incident envelope, described by the following relations:

F̃
′

ω0T
(ω − ω0) = t{s,p} F̃ω0 i

(ω − ω0) (4.56a)

where t{s,p} is the standard Fresnel transmission coefficient28. For the transmitted wave, we focus specifically on
the case where the incident electric field, Ẽω0 i

(ω − ω0), lies parallel to the plane of incidence. This corresponds
to p-polarization (or TM polarization). In this scenario, the Fresnel coefficient for transmission takes the following
form:

t{p} =
2n∥(ω0) cos(θi)

n∥(ω0) cos(θ′
s) + n

′

∥(ω0) cos(θi)
(4.57a)

Therefore, the transmitted fundamental wave is written as follows:

Ẽ
′

ω0T
(r, ω − ω0) =


cos
(
θ

′

s

)
0

− sin
(
θ

′

s

)
 Θ

(
R(b) − rs

x̄ȳ

)
t{p} F̃ω0 i

(ω − ω0) exp
(
ik

′

T(ω0) · r
)

(4.58)

By Fourier transforming back equation (4.58), we obtain the following expression:

Ẽ
′

ω0T
(r, t) =


cos
(
θ

′

s

)
0

− sin
(
θ

′

s

)
 Θ

(
R(b) − rs

x̄ȳ

)
t{p} Fω0 i

(t) exp
(
ik

′

T(ω0) · r
)

(4.59)

Since equation (4.59) is expressed with respect to x̄ȳz̄, we have to transform it to the principal coordinate system
XYZ in order to evaluate it in (4.51):

[
Ẽ

′

ω0T

]
XYZ

(r, t) =


− sin

(
θ

′

s

)
cos
(
θ

′

s

)
0

 Θ
(
R(b) − rs

x̄ȳ

)
t{p} Fω0 i

(t) exp
(
ik

′

T(ω0) · r
)

(4.60)

Then, plugging the corresponding components of (4.60) into equation (4.51) yields:

PNL
X2ω0

= −ϵ0
[
d33sin2(θ

′

s) + d31cos2(θ
′

s)
]

Θ
(
R(b) − rs

x̄ȳ

) [
t{p}

]2
F 2

ω0 i
(t) exp

(
i 2k

′

T(ω0) · r
)

(4.61a)

PNL
Y 2ω0

= −ϵ0
[
2d15sin(θ

′

s)cos(θ
′

s)
]

Θ
(
R(b) − rs

x̄ȳ

) [
t{p}

]2
F 2

ω0 i
(t) exp

(
i 2k

′

T(ω0) · r
)

(4.61b)

PNL
Z2ω0

= ϵ0

[
d22cos2(θ

′

s)
]

Θ
(
R(b) − rs

x̄ȳ

) [
t{p}

]2
F 2

ω0 i
(t) exp

(
i 2k

′

T(ω0) · r
)

(4.61c)

Finally, in the principal coordinate system XYZ, p⊥ corresponds to the Z-component of the nonlinear polarization
in (4.61). Conveniently, the Z axis aligns with the ȳ axis in the laboratory coordinate system, thereby p⊥ in the
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Figure 4.11: Polarization directions of fundamental and second-harmonic fields in reflection SHG.

laboratory coordinate system is given as follows:

p⊥2ω0
(r, t) = PNL

ỹ2ω0
= PNL

Z2ω0
= ϵ0

[
d22cos2(θ

′

s)
]

Θ
(
R(b) − rs

x̄ȳ

) [
t{p}

]2
F 2

ω0 i
(t) exp

(
i 2k

′

T(ω0) · r
)

(4.62)

This equation can be written in the frequency domain as follows:

p̃⊥2ω0
(r, ω − 2ω0) = ϵ0

[
d22cos2(θ

′

s)
]

Θ
(
R(b) − rs

x̄ȳ

) [
t{p}

]2
exp

(
i 2k

′

T(ω0) · r
)
G(ω − 2ω0) (4.63)

Here, G(ω − 2ω0) is given by the following expression:

G(ω − 2ω0) =
∫ +∞

−∞

dξ

(2π)2 F̃ω0 i
(ξ) F̃ω0 i

(ω − 2ω0 − ξ)

Building upon the analogous steps detailed in Appendix A, Section A.4, we can arrive at equation (4.63).
In this specific geometry, the slowly varying envelopes of the electric and magnetic fields can be expressed as follows:
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Ẽω0 i
(r, ω − ω0) =

 cos(θi)
0

− sin(θi)

 Θ
(
R(b) − ri

x̄ȳ

)
F̃ω0 i

(ω − ω0) exp (iki(ω0) · r) (4.64a)

H̃ω0 i
(r, ω − ω0) =

0
1
0

 1
µ0ω0

γ∥, ω0 Θ
(
R(b) − ri

x̄ȳ

)
F̃ω0 i

(ω − ω0) exp (iki(ω0) · r) (4.64b)

Ẽ2ω0R
(r, ω − 2ω0) =

0
1
0

 Θ
(
R(b) − rR

x̄ȳ

)
F̃2ω0R

(ω − 2ω0) exp (ikR(2ω0) · r) (4.64c)

H̃2ω0R
(r, ω − 2ω0) =

cos(θR)
0

sin(θR)

 1
µ0 2ω0

γ⊥,2ω0 Θ
(
R(b) − rR

x̄ȳ

)
F̃2ω0R

(ω − 2ω0) exp (ikR(2ω0) · r) (4.64d)

Ẽ
′

2ω0T
(r, ω − 2ω0) =

0
1
0

 Θ
(
R(b) − rT

x̄ȳ

)
F̃

′

2ω0T
(ω − 2ω0) exp

(
ik

′

T(2ω0) · r
)

+

0
1
0

 (2ω0)2

c2
d22 cos2(θ′

T)
[
t{p}]2

(2γ′∥,ω0)2 − γ′2
⊥,2ω0

Θ
(
R(b) − rs

x̄ȳ

)
G(ω − 2ω0)

exp
(
i 2k

′

T(ω0) · r
)

(4.64e)

H̃2ω0T
(r, ω − 2ω0) =


− cos(θ′

T )
0

sin
(
θ

′

T

)
 γ

′

⊥,2ω0

µ0 2ω0
Θ
(
R(b) − rT

x̄ȳ

)
F̃

′

2ω0T
(ω − 2ω0) exp

(
ik

′

T(2ω0) · r
)

+


− cos(θ′

s)
0

sin
(
θ

′

s

)
 γ

′

∥, ω0

µ0ω0

(2ω0)2

c2
d22 cos2(θ′

T)
[
t{p}]2

(2γ′

∥,ω0
)2 − γ′2

⊥,2ω0

Θ
(
R(b) − rs

x̄ȳ

)
G(ω − 2ω0)

exp
(
i 2k

′

T(ω0) · r
)

(4.64f)

Θ
(
R(b) − rζ

x̄ȳ

)
is given by equation (4.54). Here, ζ can be i (incident wave), R (reflected wave), T (SH refraction
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wave), and s (fundamental/nonlinear source wave).
In Figure 4.11, we define the following angles: θi for incidence, θR for reflection, θ′

T for the generated second-
harmonic wave, and θ′

s for the transmitted fundamental wave (and the nonlinear source wave). Figure 4.11 illustrates
equations (4.64).

Equations (4.64e) and (4.64f) decompose the wave solutions into “free” and “bound” components. The first term
in each equation represents the “free” solution, while the second term captures the “bound” solution of equation
(4.50). Additionally, the wave vectors are given as follows:

ki(ω0) = γ∥,ω0

sin(θi)
0

cos(θi)

 (4.65a)

kR(2ω0) = γ⊥,2ω0

 sin(θR)
0

− cos(θR)

 (4.65b)

k
′

T(2ω0) = γ
′

⊥,2ω0


sin
(
θ

′

T

)
0

cos
(
θ

′

T

)
 (4.65c)

k
′

s(2ω0) = 2k
′

T(ω0) = 2γ
′

∥,ω0


sin
(
θ

′

s

)
0

cos
(
θ

′

s

)
 (4.65d)

In equations (4.64), we utilize plane waves as an ansatz for solving equation (4.50). This entails that either F or F
′

does not depend on spatial variables. We adopt this approach for several reasons. In the transmission geometry,
the slowly varying envelope approximation (in space) simplifies equation (4.50) as the primary interest lies in the
forward-propagating wave. However, this approximation is unsuitable for studying the second-harmonic reflected
wave because it inherently excludes backward-propagating solutions28. Therefore, we do not approach this geometry
using the slowly varying envelope approximation (in space).

While equation (4.50) offers a framework for analyzing wave propagation with reflection, its complexity in-
creases significantly for scenarios beyond purely plane-wave ansatz. Here, we justify the use of plane waves as
a valuable initial approximation. Firstly, the reflected second-harmonic generated by the nonlinear interaction
primarily propagates outside the nonlinear medium, which prevents the second-harmonic envelope being spatially
modulated. Secondly, for transmitted waves in a strong absorption regime, the envelopes decay spatially due to
linear effects, such as absorption (i.e., complex wavenumber). Consequently, nonlinearities have a negligible effect
on their envelope modulation.

Therefore, plane waves offer a robust starting point for further analysis, simplifying the problem without com-
promising the key aspects of the wave propagation with reflection in a nonlinear medium.
We will now focus on regions where rζ

x̄ȳ ≤ R(b) in order to evaluate the boundary conditions. In connection with the
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electric fields, the continuity of the tangential components (ȳ-components) of the electric field (2ω0) at the interface
(i.e., z̄ = 0) yields:

F̃2ω0R
(ω − 2ω0) exp (iγ⊥,2ω0 sin(θR)x̄) = F̃

′

2ω0T
(ω − 2ω0) exp

(
iγ

′

⊥,2ω0
sin
(
θ

′

T

)
x̄
)

+(2ω0)2

c2
d22 cos2(θ′

T)
[
t{p}]2

(2γ′∥,ω0)2 − γ′2
⊥,2ω0

G(ω − 2ω0)

exp
(
i2γ

′

∥,ω0
sin
(
θ

′

s

)
x̄
) (4.66)

For the two sides to match at all points on the interface, the phase factors must be equal to each other; hence,

exp (iγ⊥,2ω0 sin(θR)x̄) = exp
(
iγ

′

⊥,2ω0
sin
(
θ

′

T

)
x̄
)

= exp
(
i2γ

′

∥,ω0
sin
(
θ

′

s

)
x̄
)

γ⊥,2ω0 sin(θR) = γ
′

⊥,2ω0
sin
(
θ

′

T

)
= 2γ

′

∥,ω0
sin
(
θ

′

s

) (4.67)

These relationships are regarded as the nonlinear optical generalization of Snell’s law11. Purposely, we can rewrite
equation (4.55) using equations (4.48) and (4.49):

γ
′

∥, ω0
sin
(
θ

′

s

)
= γ∥, ω0 sin(θi) (4.68)

which allows to relate θi with θ′

T, θR, and θ′

s:

2 γ∥, ω0 sin(θi) = γ⊥,2ω0 sin(θR) = γ
′

⊥,2ω0
sin
(
θ

′

T

)
= 2γ

′

∥,ω0
sin
(
θ

′

s

)
(4.69)

Due to these relationships, a key finding is that the incident angle (θi) and the reflected angle (θR) of the second-
harmonic wave are equal in vacuum (as n⊥(ω0) = n⊥(2ω0) = 1). This is approximately true if the medium of
incidence is air.
If the relation (4.69) holds, equation (4.66) is expressed as follows:

F̃2ω0R
(ω − 2ω0) = F̃

′

2ω0T
(ω − 2ω0) + (2ω0)2

c2
d22 cos2(θ′

T)
[
t{p}]2

(2γ′∥,ω0)2 − γ′2
⊥,2ω0

G(ω − 2ω0) (4.70)

Furthermore, the condition for the continuity of the tangential components (i.e., x̄-components) of the magnetic
fields at the interface (z̄ = 0) leads to the following relation:

cos(θR) 1
µ0 2ω0

γ⊥,2ω0 F̃2ω0R
(ω − 2ω0) = − cos(θ′

T)
γ

′

⊥,2ω0

µ02ω0
F̃

′

2ω0T
(ω − 2ω0)− cos(θ′

s)
γ

′

∥, ω0

µ0ω0

(2ω0)2

c2

d22 cos2(θ′

T)
[
t{p}]2

(2γ′∥,ω0)2 − γ′2
⊥,2ω0

G(ω − 2ω0)
(4.71)

Here, we use relation (4.67) to arrive at this equation. There are two unknowns F2ω0R
(ω−2ω0) and F ′

2ω0T
(ω−2ω0),
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and we have two equations (4.70) and (4.71). The solutions of this system of equation are given as follows:

F̃2ω0R
(ω − 2ω0) = (2ω0)2

c2
d22 cos2(θ′

T)
[
t{p}]2

(2γ′

∥,ω0
)2 − (γ′

⊥,2ω0
)2

γ′

⊥,2ω0
cos
(
θ

′

T

)
− 2γ′

∥,ω0
cos
(
θ

′

s

)
γ⊥,2ω0 cos(θR) + γ

′
⊥,2ω0

cos
(
θ

′
T
)
 G(ω − 2ω0) (4.72a)

F̃
′

2ω0T
(ω − 2ω0) = − (2ω0)2

c2
d22 cos2(θ′

T)
[
t{p}]2

(2γ′

∥,ω0
)2 − (γ′

⊥,2ω0
)2

γ⊥,2ω0 cos(θR) + 2γ′

∥,ω0
cos
(
θ

′

s

)
γ⊥,2ω0 cos(θR) + γ

′
⊥,2ω0

cos
(
θ

′
T
)
G(ω − 2ω0) (4.72b)

These are the transmitted and reflected envelopes of the SHG radiation. Particularly, we are interested in the reflected
signal since, as we know from the previous section, the signal in transmission geometry is low. Naturally, the next
step is mainly the derivation of an expression for the SHG intensity from equation (4.72b).

There is a feature worth noting in equations (4.72): complex angles. From equation (4.55), θ′

s implicitly takes
complex values since the primed index of refraction is complex as well. Building on the previously established
relations (4.69), we can infer that θ′

T is complex as well. In order to avoid dealing with complex angles, we adopt the
methodology presented by Orfanidis100 to re-express cos

(
θ

′

s

)
and cos

(
θ

′

T

)
in terms of other quantities.

First, from the relation (4.69), we can establish a relationship between the x̄-components of the following wave
vectors. The x̄-component of equation (4.65d) can be related to the x̄-component of equation (4.65a) as follows:

k
′

s,x̄(2ω0) = 2γ
′

∥,ω0
sin
(
θ

′

s

)
= 2γ∥,ω0 sin(θi) = 2ki,x̄(ω0) (4.73)

Similarly, the x̄-component of equation (4.65c) can be related to the x̄-component of equation (4.65a):

k
′

T,x̄(2ω0) = γ
′

⊥,2ω0
sin
(
θ

′

T

)
= 2γ∥,ω0 sin(θi) = 2ki,x̄(ω0) (4.74)

These two equations guarantee that the x̄ components of k′

s and k
′

T are real. However, the z̄-components are written
as complex numbers:

k
′

s,z̄(2ω0) = 2γ
′

∥,ω0
cos
(
θ

′

s

)
= aω0 + ibω0 (4.75a)

k
′

T,z̄(2ω0) = γ
′

⊥,2ω0
cos
(
θ

′

T

)
= c2ω0 + id2ω0 (4.75b)

To solve for unknowns aω0 , bω0 , c2ω0 , and d2ω0 , we utilize the following relations: k′

s(2ω0) · k′

s(2ω0) = 4(γ′

∥,ω0
)2,

and k′

T(2ω0) · k′

T(2ω0) = (γ′

⊥,2ω0
)2. These relations will allow us to derive the following expression¶:

aωℓ
, bωℓ

or cωℓ
, dωℓ

=


√
A2

ν,ωℓ
+B2

ν,ωℓ
±Aν,ωℓ

2

1/2

(4.76)

We consider two indices: ν representing the polarization (parallel or perpendicular), and ωℓ representing the
frequency (fundamental ω0 or second-harmonic 2ω0). For the first set of elements (aωℓ

and bωℓ
), ν corresponds

¶The detailed derivations for obtaining these equations are provided in Appendix B, Section B.3.
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to the parallel polarization and ωℓ to the fundamental frequency. Additionally, aω0 is associated with the positive
sign, while bω0 has the negative sign. Similarly, for the second set of elements (cωℓ

and dωℓ
), ν represents the

perpendicular polarization and ωℓ represents the second-harmonic frequency. Here, c2ω0 carries the positive sign,
and d2ω0 has the negative sign. We will now define Aν,ωℓ

and Bν,ωℓ
as follows:

Aν,ωℓ
= (2ω0)2

c2

(
Re
{
ϵ

′

ν(ωℓ)
}
− ϵ∥,ω0(ω0) sin(θi)

)
(4.77a)

Bν,ωℓ
= (2ω0)2

c2 Im
{
ϵ

′

ν(ωℓ)
}

(4.77b)

Finally, we can re-express cos
(
θ

′

T

)
and cos

(
θ

′

s

)
in terms of aω0 , bω0 and c2ω0 , d2ω0 as follows:

cos
(
θ

′

s

)
=

k
′

s,z̄(2ω0)
2[k′

T(ω0) · k′
T(ω0)]1/2 =

k
′

s,z̄(2ω0)
2γ′

∥,ω0

= aω0 + ibω0

2γ′

∥,ω0

(4.78a)

cos
(
θ

′

T

)
=

k
′

T,z̄(2ω0)
[k′

T(2ω0) · k′
T(2ω0)]1/2 =

k
′

T,z̄(2ω0)
γ

′
⊥,2ω0

= c2ω0 + id2ω0

γ
′
⊥,2ω0

(4.78b)

Equation (4.72a) is re-written without the complex angles as follows:

F̃2ω0R
(ω − 2ω0) = (2ω0)2

c2
a+ ib

2γ′

∥,ω0

d22
[
t{p}]2

(2γ′

∥,ω0
)2 − (γ′

⊥,2ω0
)2

(
(c− a) + i(d− b)

γ⊥,2ω0 cos(θR) + c+ id

)
G(ω − 2ω0) (4.79)

To facilitate the derivation of the average second-harmonic power in reflection, we will first revisit some crucial
aspects of the model.

Comments on the transmitted fundamental intensity

To determine the intensity of the transmitted fundamental wave, we can calculate the magnitude of the Poynting
vector, which is given by the following equation (see Appendix C):

⟨Iω0T
(r)⟩ =

∥∥∥∥∥ 1
TPω0

∫ 1
2 TPω0

− 1
2 TPω0

dt
1
2 Re{E

2ω0T

(r, t) × H∗

2ω0T

(r, t)}

∥∥∥∥∥ (4.80)

where TPω0
is the pulse-repetition time of the incident pulse. Eω0 i

is given in equation (4.59). H∗
ω0T

is given by the
following expression:

H∗
ω0T

(r, t) =

0
1
0

 1
µ0 ω0

γ
′ ∗
∥,ω0

t{p}∗
F ∗

ω0 i
(t) exp

(
−ik

′

T(ω0) · r
)

(4.81)
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By plugging equations (4.59) and (4.81) into equation (4.80) and developing it, we arrive at the following expression
for the transmitted average intensity:

⟨Iω0T
(z̄)⟩ =

√
γ2

∥,ω0
sin2 (θi)

[
(β′

∥,ω0
)2 − (α′

∥,ω0
)2
]2

+ 1
4

[
a(β′

∥,ω0
)2 − a(α′

∥,ω0
)2 + 2bβ′

∥,ω0
α

′

∥,ω0

]2

1
2µ0ω0

√
π
∣∣t{p}

∣∣2
(β′

∥,ω0
)2 + (α′

∥,ω0
)2

τ

TPω0

|K|2 exp (−bz̄)
(4.82)

Equation (4.82) includes the term |K|2 because we assume a Gaussian profile for Fω0 i
(t) as established throughout

this thesis. This profile is defined as Fω0 i
(t) = Kf(t), where f(t) = exp

(
−t2/2τ2) and K is a factor with units

of V/m. τ is the pulse length. In the equation, we can combine all terms except the decaying exponential function
into a single term, denoted by Iz→0+ :

⟨Iω0T
(z̄)⟩ = Iz̄→0+ exp (−bz̄)

We introduce the notation Iz̄→0+ to denote the average fundamental intensity in the immediate vicinity of the vacuum
(or air)–LiNbO3 interface.
Following the calculation of the transmitted average intensity, we can similarly obtain the incident average intensity.
The expression for the incident average intensity is given by:

⟨Iω0 i
⟩ = Iz̄→0−

τ

TPω0

√
π (4.83)

Here, Iz̄→0− represents the intensity at the boundary (z̄ approaches 0 from the negative side) and is given by:

Iz̄→0− = ϵ0 c

2 n∥(ω0) |K|2 (4.84)

This K term is the same as the one appearing in equation (4.82) due to the chosen Gaussian profile for Fω0 i
(t).

Furthermore, Iz̄→0− can be related to the incident average power as follows:

Iz̄→0− =
(
TPω0

τ

) ⟨Pωi
⟩

√
π Abeam

(4.85)

where the cross-section area of the beam is given by Abeam = πW 2
0 with W0 representing the radius of the beam.

Finally, using equation (4.84) in equation (4.82), we can relate Iz̄→0− with Iz̄→0+ as follows:

Iz̄→0+ =
√
γ2

∥,ω0
sin2 (θi)

[
(β′

∥,ω0
)2 − (α′

∥,ω0
)2
]2

+ 1
4

[
a(β′

∥,ω0
)2 − a(α′

∥,ω0
)2 + 2bβ′

∥,ω0
α

′

∥,ω0

]2

√
π
∣∣t{p}

∣∣2
(β′

∥,ω0
)2 + (α′

∥,ω0
)2

τ

TPω0

c

ω0 n∥(ω0)Iz̄→0−

(4.86)

This equation quantifies the relationship between the transmitted and incident fundamental intensities at the interface,
incorporating the effect of absorption within the medium. Notably, under the absence of absorption (i.e., α′

∥,ω0
= 0)
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and transmission geometry condition (i.e., θi = 0), equation (4.86) reduces to the expected outcome of transmission
geometry in the absence of absorption developed in Chapter 3: Iz̄→0+ =

√
π
∣∣t{p}

∣∣2 τ

TPω0

Iz̄→0− .
∣∣t{p}

∣∣2 does

appear in Chapter 3 as we do not take into consideration backward-travelling waves since there are not compatible
with the slowing-varying approximation. This provides confidence in the methodology followed for deriving the
model. We will now focus on deriving an expression for the average second-harmonic intensity.

Reflected average second-harmonic intensity

We compute the reflected average second-harmonic intensity, using the following expression:

⟨I2ω0R
(r)⟩ =

∥∥∥∥∥ 1
TPω0

∫ 1
2 TPω0

− 1
2 TPω0

dt
1
2 Re{E

2ω0R

(r, t) × H∗

2ω0R

(r, t)}

∥∥∥∥∥ (4.87)

We evaluate this equation using (4.64c) and (4.64d) for H∗
2ω0R

and H∗
2ω0R

, respectively. This evaluation requires
an expression for F2ω0R

(t). Obtaining this expression involves transforming equation (4.79) into the time domain,
which yields the following:

F2ω0R
(t) = (2ω0)2

c2
a+ ib

2γ′

∥,ω0

d22
[
t{p}]2

(2γ′

∥,ω0
)2 − (γ′

⊥,2ω0
)2

(
(c− a) + i(d− b)

γ⊥,2ω0 cos(θR) + c+ id

)
1

2πF
2
ω0 i

(t) (4.88)

The details on the developing of equation (4.87) are omitted, but provided in Appendix (B), Section B.3. The
reflected average second-harmonic intensity is expressed as follows:

⟨I2ω0R
⟩ = 16ω3

0 γ⊥,2ω0

ϵ0 c4
√

2π3

(a2
ω0

+ b2
ω0

) |d22|2

(β′

∥,ω0
)2 + (α′

∥,ω0
)2

n2
∥(ω0) cos4(θi)[
p′ 2 + q′ 2

]2
(c2ω0 − aω0)2 + (d2ω0 − bω0)2

(γ⊥,2ω0 cos2ω0 (θi) + c2ω0)2 + d2
2ω0

1
p2 + q2

τ

TPω0

I2
z̄→0−

(4.89)

The parameters aω0 , bω0 , c2ω0 , and d2ω0 are given by equation (4.76). We can also provide expressions for β′

ν,ωℓ

and α′

ν,ωℓ
with ν =⊥, ∥ and ωℓ = ω0, 2ω0 in terms of the dielectric function:

β
′

ν,ωℓ
, α

′

ν,ωℓ
=


√
C2

ν,ωℓ
+D2

ν,ωℓ
± Cν,ωℓ

2

1/2

(4.90)

Here, Cν,ωℓ
and Dν,ωℓ

are given by the following expressions:

Cν,ωℓ
= (ωℓ)2

c2 Re
{
ϵ

′

ν(ωℓ)
}

(4.91a)

Dν,ωℓ
= (ωℓ)2

c2 Im
{
ϵ

′

ν(ωℓ)
}

(4.91b)
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Finally, the parameters p, q, p′ , and q′ read as follows:

p = 8β
′

∥,ω0
α

′

∥,ω0
− 2β

′

⊥,2ω0
α

′

⊥,2ω0
(4.92a)

q = 4(β
′

∥,ω0
)2 + (α

′

⊥,2ω0
)2 − (β

′

⊥,2ω0
)2 − 4(α

′

∥,ω0
)2 (4.92b)

p
′

= 1
2

n∥(ω0)
(β′

∥,ω0
)2 + (α′

∥,ω0
)

(
bω0β

′

∥,ω0
− aω0α

′

∥,ω0

)
+ Im

{
n∥(ω0)

}
cos(θi) (4.92c)

q
′

= 1
2

n∥(ω0)
(β′

∥,ω0
)2 + (α′

∥,ω0
)

(
aω0β

′

∥,ω0
+ bω0α

′

∥,ω0

)
+ Re

{
n∥(ω0)

}
cos(θi) (4.92d)

Comments on average second-harmonic power

We can compute the reflected average second-harmonic power through the following expression:

⟨P2ω0R
⟩ = ⟨I2ω0R

⟩ Abeam

= 16ω3
0 γ⊥,2ω0

ϵ0 c4
√

2π3

(a2
ω0

+ b2
ω0

) |d22|2

(β′

∥,ω0
)2 + (α′

∥,ω0
)2

n2
∥(ω0) cos4(θi)[
p′ 2 + q′ 2

]2
(c2ω0 − aω0)2 + (d2ω0 − bω0)2

(γ⊥,2ω0 cos2ω0 (θi) + c2ω0)2 + d2
2ω0

1
p2 + q2

τ

TPω0

I2
z̄→0− Abeam

(4.93)

This is the main result of this section. For the sake of comparison, we write the SHG power for transmission geometry
below:

⟨P2ω0⟩ = ω2
0 |d22|2√

8π5 n2
o(ω0)ne(2ω0)c3 ϵ0

(
TPω0

τ

)
⟨Iω0⟩

2
Abeam F(L) (4.94)

The main difference between equation (4.93) and equation (4.94) is that we do not have to deal with the decaying
function F in terms of the length of the crystal (see equation (4.34)). This is evident as we justify that the role
of the length of the crystal is minimal in this scenario. In this reflection geometry model, absorption is taken into
consideration through the different parameters that depend on the imaginary part of the dielectric function.

There is a detail to mention regarding this reflection geometry model, which is that we assume the propagation
of the fundamental wave to be parallel to the plane of incidence, which we consider orthogonal to the optical axis.
Additionally, we assume the SHG wave to be polarized perpendicular to the plane of incidence. Importantly, this is
not the only scenario; we can encounter other cases where the fundamental wave is polarized perpendicular to the
plane of incidence (s-polarized) while the harmonic wave is polarized parallel to the plane of incidence (p-polarized).

In fact, there are in total 4 configurations that can be used in an experiment: ss, sp, ps, pp. In this thesis, we only
consider the ps case. We choose this simple case in order to explore the possibility of reflection geometry and derive
a simple framework in order to deal with absorption encoded in complex dielectric functions (complex refractive
indices). Additionally, we can now follow the framework developed in this thesis in order to derive an expression
for the other cases.

We cannot evaluate our reflection model as in the case of transmission geometry since we do not have information
of the optical parameters for LiNbO3. The calculated material parameters for the transmission geometry are not
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suitable for evaluating the reflection model since those parameters describe the bulk optical properties of LiNbO3.
Equation (4.93) focuses on the region around the surface of the sample. In this case, surface contributions predominate
in comparison with the bulk contribution of the material.

In this regard, we need to calculate the surface optical properties of LiNbO3 in order to have a better description
of the linear and nonlinear optical parameters (i.e., index of refraction and nonlinear coefficients). Simone Sanna and
Wolf Gero Schmidt101 propose slab models for different surfaces of LiNbO3. However, these models revolve around
a large number of atoms (i.e., 120 atoms). For our current computation resources‖, simulating with Exciting the
surface nonlinear optical properties of LiNbO3 is impractical. Nevertheless, this model paves the way for further
explorations in reflection geometry to study materials at energies where absorption is relevant, such as in XUV. We
will now discuss the extend and limitations of the developed transmission and reflection models, contrasting them
with previous approaches.

4.7 Limitations of the models and comparison with previous works
The plane-wave ansatz forms the foundation for both the transmission and reflection models presented here. While
this approach is commonly explored in nonlinear optics books11,28,29, we can find its applicability extends beyond
books65,102,103. For example, Bringuier and Bourdon103 develop a travelling-plane-wave model to study second-
harmonic generation in lossy media, such as GaSe and InSe. To study the second-harmonic generation process,
they make the approximation of slowly varying envelope approximation, and they consider the depletion of the
fundamental wave during the process. Additionally, they focus on studying the role of standing waves with GaSe
and InSe by going beyond the slowly varying envelope approximation. However, they do not take into consideration
temporal effects as the laser used generates pulses at a low rate (40 pulses/second).

We develop the transmission model under the slowly varying envelope approximation in space, and incorporate
temporal effects under the narrow-band approximation. To evaluate the model, we perform DFT calculations to
obtain linear and nonlinear optical parameters (index of refraction and d-coefficients). We observe that LiNbO3

undergoes strong absorption within the energy range under study. This suggests the possibility that the slowly varying
envelope approximation cannot be satisfied. The condition used to incorporate this approximation into the model is
given by the following expression (see Appendix A):∣∣∣∣∂2Fi ωℓ

∂X2

∣∣∣∣≪ 4π
λf,SHG

∣∣∣∣∂Fi ωℓ

∂X

∣∣∣∣ (4.95)

where i corresponds to Cartesian coordinates, and λf,SHG stands for either the fundamental or second-harmonic
wavelength. We can evaluate this condition using equation (4.26) and (4.25) with the parameters provided in Table
4.2. We find that the condition (4.95) is fulfilled for both the fundamental and second-harmonic waves∗∗.

Additionally, a key consideration for the transmission model lies in its evaluation for theX-cut LiNbO3. Despite
‖We ran the Exciting code on a conventional 8-core laptop to calculate the nonlinear coefficients of LiNbO3 (10-atom system). Simulating

a 120-atom system within the all-electron GGA-PBE framework is not possible with this computational resource. In fact, 120-atom systems can
be challenging to model using high-performance facilities with the Exciting code because of the explicit treatment of both cores and valence



102 4.7. LIMITATIONS OF THE MODELS AND COMPARISON WITH PREVIOUS WORKS

Z

XY

(b)

(a)

O

Li

Nb

Figure 4.12: Second-harmonic generation geometry models: (a) Transmission geometry, and (b) Reflection geometry.

focusing on the X-cut, the model is evaluated using bulk LiNbO3 properties obtained from DFT calculations. This
approach might raise concerns about neglecting surface effects on the calculated second-harmonic power.

However, Philippe Guyot-Sionnest and collaborators104 conclude that surface contribution to the electric field
is overwhelmed by bulk contribution when the bulk medium has no center of symmetry, such as LiNbO3. In line
with Guyot-Sionnest et al., the calculated linear and nonlinear optical material parameters are evaluated safe in the
transmission model.

To visualize the two geometries (transmission and reflection) considered in this thesis, refer to Fig. 4.12 which

electrons. We believe that simulating the linear response using GPAW with 120-atom systems is possible in high-performance facilities.
∗∗Our analysis of the fundamental and second-harmonic waves reveals a substantial difference between the left-hand side (LHS) and right-hand

side (RHS) values. For the fundamental wave, the LHS yields 2.8 × 107, while the RHS yields 3.6 × 108. This difference of one order of
magnitude is crucial in the context of our scenario, as it likely indicates that condition (A.23) is satisfied. Similarly, for the second-harmonic
wave, the LHS value of 4.3 × 1013 is significantly smaller compared to the RHS value of 2 × 1015.
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presents a schematic representation. Regarding the reflection geometry, we incorporate the time dependence on the
basis of the narrow-band approximation. Previous studies have extensively explored second-harmonic generation
(SHG) in reflection geometry. Jerphagnon and Kurtz established a theory for isotropic and uniaxial crystals
(propagation perpendicular to the optical axis), which is well documented in standard nonlinear optics texts11,28.

Herman and Hayden subsequently extended this theory to encompass birefringence in uniaxial crystals (propaga-
tion at an angle θwith respect to the optical axis). They also addressed isotropic materials with absorption96. Notably,
both these works considered crystals with finite thickness. In contrast, we adopt the semi-infinite approximation,
neglecting back surface reflection due to the strong absorption characteristics of LiNbO3

††.
Moreover, Figure 4.12 illustrates the simplification employed in the second-harmonic generation (SHG) for both

transmission and reflection geometries. Here, we restrict the focus to light propagating strictly perpendicular to the
optical axis (Z-direction). This limitation confines the applicability of the models to specific experimental scenarios.
Consequently, while the model can handle wave propagation in uniaxial materials with the 3m symmetry class, it is
only valid for light propagating perpendicular to the optical axis.

We note in closing, that prior research on the time dependence of second-harmonic generation, such as the
study of Glenn105 on second-harmonic generation by picosecond pulses, often neglects the absorption of both the
fundamental and second-harmonic radiation. We incorporate absorption while accounting for dispersion effects.
We achieve this within the framework of the narrow-band approximation using a Taylor series expansion. To justify
neglecting higher-order dispersion terms, we introduce an approximation criterion (detailed in equation ( 4.40) and
Figure 4.8) that allows us to evaluate absorption solely at the central frequencies of the fundamental and generated
second-harmonic pulses.

††To ensure clarity within this section, we revisit information previously mentioned in Section 4.6.





Chapter 5

Conclusions & Outlook

This work focused on exploring the second harmonic generation process from the framework of nonlinear optics in
an unexplored energy regime, denoted as the extreme ultraviolet. The nonlinear medium under consideration was
the uniaxial crystal lithium niobate LiNbO3. The preliminary step revolves around understanding the propagation
of light throughout uniaxial crystals, which requires taking into considerations optical anisotropies encoded in the
indices of refraction.

In this stage, we derived two versions of the wave propagation equation: a time-independent wave and time-
dependent propagation equation, and we found that under special circumstances we can neglect higher-order disper-
sion parameters in the dispersion relation of the linear susceptibility. Additionally, spatial effects such as diffraction
and walk-off were also neglected based on developed criteria. We established intensity or power as the observable
to compare theoretical estimation and experiments.

In addition, we provided explicit criteria to estimate the impact of neglecting higher-order dispersion terms.
We experimentally benchmarked our theoretical formalism in the visible regime under transmission geometry. The
theoretical estimation of the power (3.44 mW) showed fair quantitative agreement with the actual measured power
(2.7 mW) within the uncertainties involved in the model evaluation (see Chapter 3, Section 3.3).

From this benchmarked theoretical framework, we moved our efforts towards exploration of wave propagation
in the XUV regime within this benchmarked theoretical formalism as the starting point.

The first modification introduced in our model was absorption. In addition, we extended the criteria to neglect
higher-order dispersion terms to include absorption. In order to assess the practicality of the dispersion criterion
for the absorption coefficient, we carried out DFT simulations because of the lack of experimental data for LiNbO3

in XUV regime. We found that at 35.5 eV and 71 eV, higher-order dispersion terms have a negligible impact on
the absorption coefficient. This allows us to use our theoretical formalism to study wave propagation in the XUV
regime. Additionally, the refractive indices calculated using DFT and RPA agree qualitatively with experimental
data from Ref. 18 (See Chapter 4, Section 4.5).

We focused on a particular case with these two energies: the fundamental wave at 35.5 eV was ordinary polarized

105
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and the generated second harmonic wave at 71 eV was extraordinary polarized. In this geometry, photon energies
and particular material and laser source parameters, we found that nanostructured LiNbO3 thin films from 0.1µm
to 0.2µm can generate measurable, but weak, time-averaged second-harmonic power. (See Chapter 4, Section 4.5).

Finally, as an alternative to the transmission geometry model, we developed a framework to model reflection
geometry. This model represents a first step towards future explorations of role of experimental geometry in the
SHG process within the XUV regime. The transmission and reflection models we developed in this thesis can be
employed to study other uniaxial crystals, they are not limited to only LiNbO3. In this way our results will contribute
to step towards second-harmonic generation in the extreme ultraviolet regime using uniaxial crystals.

Our current approach has limitations for a comprehensive description of second-harmonic generation (SHG) in
the extreme ultraviolet (XUV) regime. The current criteria for neglecting higher-order dispersion terms only holds
for a restricted range of energies. Including these terms is crucial for a broader description of SHG intensity/power
across the XUV regime. Additionally, accurately describing material properties requires moving beyond the single-
particle approximation used in density functional theory (DFT). This would allow for a more realistic picture of the
physics within the crystals, but necessitates significant computational resources.

All in all, this work explores the limitations and opportunities to understand second-harmonic generation exper-
iments using simple models (and Density Functional Theory) within the framework of nonlinear optics.



Appendix A

The Wave Equation for Nonlinear
Anisotropic Media

This derivation closely follows the work by Eimerl et al.65 up to page 114.

A.1 Wave propagation: insights into space
To begin with, from the Maxwell’s equations for a charge neutral non-magnetic medium along with the use of the
relation D = ϵ0E + P, we can derive the following equation:

∇2E− 1
c2
∂2

∂t2
E−∇(∇ ·E) = 1

ϵ0c2
∂2

∂t2
P (A.1)

where E is the total electric field. The vector components of such total electric field, denoted by Ej , are given by
the following equation:

Ej = 1
2
∑
ωℓ

Ej ωℓ
(r) exp (−iωℓt) + c.c (A.2)

where ωℓ correspond to frequency components involved in the nonlinear process. Equation (A.1) can be expressed
in components as follows:

1
2
∑
ωℓ

[
∇2Ej ωℓ

+ ω2
ℓ

c2 Ej ωℓ
− ∂

∂xj

(
∂Eσ ωℓ

∂xσ

)]
exp (−iωℓt) = 1

ϵ0c2
∂2

∂t2
Pj (A.3)

A summation over repeated indices (represented by the Greek letter sigma, σ) is implicit. We can decompose the
polarization density, Pj , into its linear, P (1))

j , and nonlinear, PNL
j , contributions. The former, P (1)

j , typically reflects
linear dispersion effects, while the latter, PNL

j , captures processes like second harmonic generation (SHG) that arise
from nonlinearities in the material response. The linear and nonlinear polarization density (P (1))

j and PNL
j ) are
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expressed as the sums of frequency components:

P
(1)
j = 1

2ϵ0
∑
ωℓ

χ
(1))
jσ (ωℓ)Eσ ωℓ

exp (−iωℓt) + c.c (A.4a)

PNL
j = 1

2ϵ0
∑
ωℓ

PNL
j ωℓ

exp (−iωℓt) + c.c (A.4b)

where χ(1))
jk (ωℓ) stands for the linear susceptibility tensor at the frequency component ωℓ; hence, plugging these two

expressions into equation A.3 yields the following:

1
2
∑
ωℓ

[
∇2Ej ωℓ

+ ω2
ℓ

c2

(
δjσ + χ

(1))
jσ

)
Eσ ωℓ

− ∂

∂xj

(∂Eσ ωℓ

∂xσ

)
+ ω2

ℓ

ϵ0c2P
NL
j ωℓ

]
exp (−iωℓt) = 0 (A.5)

To satisfy this equation for any arbitrary frequency component ωℓ, the coefficient accompanying each harmonic term
(i.e., exp (−iωℓt)) must vanish. In other words:

∇2Ej ωℓ
+ ω2

ℓ

c2

(
δjσ + χ

(1))
jσ

)
Eσ ωℓ

− ∂

∂xj

(∂Eσ ωℓ

∂xσ

)
= − ω2

ℓ

ϵ0c2P
NL
j ωℓ

(A.6)

where δjσ + χ
(1)
jσ corresponds to the relative dielectric tensor: ϵjσ . This equation is coordinate-free, which entails

being valid in any Cartesian coordinate system. In the principal coordinate systemXYZ (see Figure A.1), the tensor
ϵ is diagonal. In addition, the entries ϵXX and ϵY Y are identical for a uniaxial crystal, such as LiNbO3. In this
coordinate system, the resulting X−component of Eωℓ

reads in equation A.5 as follows:

∇2EX ωℓ
+ ω2

ℓ

c2 ϵXX(ωℓ)EX ωℓ
− ∂

∂X

(∂EX ωℓ

∂X
+ ∂EY ωℓ

∂Y
+ ∂EZ ωℓ

∂Z

)
= − ω2

ℓ

ϵ0c2P
NL
X ωℓ

(A.7)

In insulators, where free charges are absent, the electric displacement field, D, is divergence-free. In this case, the
displacement field is given by the following expression:

D =
∑
ωℓ

Dωℓ
(A.8)

where Dωℓ
= ϵ0ϵ(ωℓ) ·Eωℓ

for each frequency component. We can exploit such relationship between Dωℓ
and Eωℓ

to derive the following expression:

∇ ·D =
∑
ωℓ

∂Dσ ωℓ

∂Xσ

=
∑
ωℓ

∂

∂Xσ
[ϵ0ϵσjEj ωℓ

]

=
∑
ωℓ

ϵ0ϵXX(ωℓ)
[
∂EX ωℓ

∂X
+ ∂EY ωℓ

∂Y

]
+ ϵ0ϵZZ(ωℓ)

∂EZ ωℓ

∂Z
= 0
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Figure A.1: Coordinate systems used to understand the wave propagation within uniaxial crystals. XYZ is the
principal dielectric coordinate system while xyz is the propagation coordinate system (Z = optical axis, and z =
direction of propagation). Reproduced from Ref. 65, Fig. 1.

We can rewrite this expression to obtain:∑
ωℓ

∂EX ωℓ

∂X
+ ∂EY ωℓ

∂Y
+ n2

e(ωℓ)
n2

o(ωℓ)
∂EZ ωℓ

∂Z
= 0 (A.9)

Furthermore, by utilizing (A.2) and the fact that exponential functions with distinct arguments are linearly indepen-
dent, we can simplify equation (A.9) to:

∂EX ωℓ

∂X
+ ∂EY ωℓ

∂Y
= −n

2
e(ωℓ)
n2

o(ωℓ)
∂EZ ωℓ

∂Z
(A.10)

where
βωℓ

= 1− n2
e(ωℓ)
n2

o(ωℓ)
(A.11)

Plugging equation A.10 into equation A.7 leads to the following expression:

∇2EX ωℓ
+ ω2

ℓ

c2 n
2
o(ωℓ)EX ωℓ

− βωℓ

∂2EZ ωℓ

∂X∂Z
= − ω2

ℓ

ϵ0c2P
NL
X ωℓ

(A.12)
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Following the same procedure, we can derive the corresponding propagation equation for the Y -component and the
Z-component. Therefore, the differential equations governing each vector component are given by:

∇2EX ωℓ
+ ω2

ℓ

c2 n
2
o(ωℓ)EX ωℓ

− βωℓ

∂2EZ ωℓ

∂X∂Z
= − ω2

ℓ

ϵ0c2P
NL
X ωℓ

(A.13a)

∇2EY ωℓ
+ ω2

ℓ

c2 n
2
o(ωℓ)EY ωℓ

− βωℓ

∂2EZ ωℓ

∂Y ∂Z
= − ω2

ℓ

ϵ0c2P
NL
Y ωℓ

(A.13b)

∇2EZ ωℓ
+ ω2

ℓ

c2 n
2
e(ωℓ)EZ ωℓ

− βωℓ

∂2EZ ωℓ

∂Z2 = − ω2
ℓ

ϵ0c2P
NL
Z ωℓ

(A.13c)

A.1.1 The wave equation in different coordinate systems

The equations governing the wave propagation, as expressed in equations (A.13), are currently written with respect
to the principal coordinate system. However, it is also useful to consider a different coordinate system; in this case,
the coordinate system xyz. To relate these two systems and enable expressing either the differential operators or the
vector components with respect to the xyz system, we introduce a transformation matrix, O. This matrix explicitly
defines the transformation between the propagation coordinate system xyz and the principal coordinate systemXYZ

(refer to Fig. A.1 for a visual representation):xy
z

 = O

XY
Z


xy
z

 =

 −cos(ϕ) sin(ϕ) 0
−cos(θ) sin(ϕ) −cos(θ) cos(ϕ) sin(θ)
sin(θ) sin(ϕ) sin(θ) cos(ϕ) cos(θ)


XY
Z


(A.14)

In addition, the inverse transformation matrix is given by:

O−1 = OT =

− cos(ϕ) − cos(θ) sin(ϕ) sin(θ) sin(ϕ)
sin(ϕ) − cos(θ) cos(ϕ) sin(θ) cos(ϕ)

0 sin(θ) cos(θ)

 (A.15)

The gradient operator in the principal coordinate system is written as follows:

∇ = X̂
∂

∂X
+ Ŷ

∂

∂Y
+ Ẑ

∂

∂Z
(A.16)

By applying the mathematical rules of coordinate transformation (A.15), we obtain the gradient operator in the mixed
coordinate representation:

∇ = X̂

[
− cos(ϕ) ∂

∂x
− sin(ϕ) cos(θ) ∂

∂y
+ sin(θ) sin(ϕ) ∂

∂z

]
+Ŷ

[
sin(ϕ) ∂

∂x
− cos(ϕ) cos(θ) ∂

∂y
+ cos(ϕ) sin(θ) ∂

∂z

]
+Ẑ

[
sin(θ) ∂

∂x
+ cos(θ) ∂

∂z

] (A.17)
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Therefore, the partial derivatives with respect to the XYZ coordinate system can be expressed in terms of the xyz
system as follows:

∂

∂X
= − cos(ϕ) ∂

∂x
− sin(ϕ) cos(θ) ∂

∂y
+ sin(θ) sin(ϕ) ∂

∂z
(A.18a)

∂

∂Y
= sin(ϕ) ∂

∂x
− cos(ϕ) cos(θ) ∂

∂y
+ cos(ϕ) sin(θ) ∂

∂z
(A.18b)

∂

∂Z
= sin(θ) ∂

∂x
+ cos(θ) ∂

∂z
(A.18c)

We will now describe the propagation equation for ordinary and extraordinary waves. The field components are
defined in the XYZ coordinate system, while the differential operators are expressed in terms of the xyz system.

A.1.2 Ordinary and Extraordinary waves

For ordinary waves, which are polarized perpendicular to the optic axis, the propagation of the field components
defined in the XYZ coordinate system within the xyz system is described by the following expressions:

EX ωℓ
(x, y, z) = F o

X ωℓ
(x, y, z) exp

(
i no(ωℓ)

ωℓ

c
z
)

(A.19a)

EY ωℓ
(x, y, z) = F o

Y ωℓ
(x, y, z) exp

(
i no(ωℓ)

ωℓ

c
z
)

(A.19b)

Within these expressions, the parameter ko(ωℓ) can be introduced as follows:

ko(ωℓ) = no(ωℓ)
ωℓ

c
(A.20)

where no(ωℓ) is the refractive index of the ordinary wave, c is the speed of light, and ωℓ is the an angular frequency.
Furthermore, F o

X ωℓ
and F o

Y ωℓ
are slowly varying functions with respect to z. Purposely, for ordinary waves, by

definition, EZ ωℓ
= 0 (see Chapter 2, Section 2.1.1).

By substituting equation (A.17) for the gradient operator in equation (A.13a), we obtain the following expression:( ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2

)
EX ωℓ

+ ω2
ℓ

c2 n
2
o(ωℓ)EX ωℓ

= − ω2
ℓ

ϵ0c2P
NL
X ωℓ

(A.21)

Because the Laplacian operator is a scalar, it remains invariant (or independent) of the coordinate system used. From
equation (A.19a), we see that second-order partial derivatives in x and y only affect F o

X ωℓ
within the electric field

component EX ωℓ
. Therefore, we will now focus on the z-dependence by examining the second-order derivative with

respect to z in equation (A.19a):

∂2EX ωℓ

∂z2 =
[
∂2F o

X ωℓ

∂z2 + 2ino(ωℓ)
ωℓ

c

∂F o
X ωℓ

∂z
− n2

o(ωℓ)
ω2

ℓ

c2 F
o
X ωℓ

]
exp

(
i no(ωℓ)

ωℓ

c
z
)

(A.22)

A common approximation technique, known as the slowly varying envelope (SVE) approximation11, allows us to
neglect the first term on the right side of this equation. This simplification is valid when:∣∣∣∣∣∂2F o

X ωℓ

∂z2

∣∣∣∣∣≪
∣∣∣∣2ino(ωℓ)

ωℓ

c

∂F o
X ωℓ

∂z

∣∣∣∣ = 4π
λ

∣∣∣∣∂F o
X ωℓ

∂z

∣∣∣∣ (A.23)
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One can see that the fractional change of ∂
∂xF

o
Xωℓ

must be smaller than the inverse of wavelength. Under the SVA
approximation, the second-order partial derivative with respect to x becomes:

∂2EX ωℓ

∂z2 �
[
2ino(ωℓ)

ωℓ

c

∂F o
Xωℓ

∂z
− n2

o(ωℓ)
ω2

ℓ

c2 F
o
Xωℓ

]
exp

(
i no(ωℓ)

ωℓ

c
z
)

(A.24)

Then equation A.21 reduces to( ∂2

∂x2 + ∂2

∂y2

)
F o

X ωℓ
+ 2ino(ωℓ)

ωℓ

c

∂F o
X ωℓ

∂z
� − ω2

ℓ

ϵ0c2P
NL
X ωℓ

exp
(
−i no(ωℓ)

ωℓ

c
z
)

(A.25)

Analogously to the X component, we can derive an equation for the Y component of the ordinary wave:( ∂2

∂x2 + ∂2

∂y2

)
F o

Y ωℓ
+ 2ino(ωℓ)

ωℓ

c

∂F o
Y ωℓ

∂z
� − ω2

ℓ

ϵ0 c2P
NL
Y ωℓ

exp
(
−i no(ωℓ)

ωℓ

c
z
)

(A.26)

In connection with the extraordinary waves, the refractive indices vary with θ (the angle between the wave vector
and the optic axis Z; see Fig. A.1). In this case, the vector components are expressed as follows:

EX ωℓ
(x, y, z) = F e

X ωℓ
(x, y, z) exp

(
i ne(ωℓ, θ)

ωℓ

c
z
)

(A.27a)

EY ωℓ
(x, y, z) = F e

Y ωℓ
(x, y, z) exp

(
i ne(ωℓ, θ)

ωℓ

c
z
)

(A.27b)

EZ ωℓ
(x, y, z) = F e

Z ωℓ
(x, y, z) exp

(
i ne(ωℓ, θ)

ωℓ

c
z
)

(A.27c)

Similar to the ordinary case, within these expressions, the parameter ke(ωℓ, θ) can be introduced as follows:

ke(ωℓ, θ) = ne(ωℓ, θ)
ωℓ

c
(A.28)

Eimerl et al. focused on the Z-component of the extraordinary field because they studied geometries where the
Z-component is only involved.
Using expression (A.17) for ∇2 and expression (A.18c) for ∂2

∂Z2 , equation (A.13c) can be re-written as follows:(
∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2

)
EZ ωℓ

+ ω2
ℓ

c2 n
2
e(ωℓ)EZ ωℓ

− βωℓ

[
sin2(θ) ∂

2

∂y2 + cos2(θ) ∂
2

∂z2

+sin(2θ) ∂2

∂y∂z

]
EZ ωℓ

= − ω2
ℓ

ϵ0c2P
NL
Z ωℓ

(A.29)

To simplify the above equation, we approach it using the SVA approximation as follows:

∂2EZ ωℓ

∂z2 = ∂2

∂z2

[
F e

Z ωℓ
exp

(
i ne(ωℓ, θ)

ωℓ

c
z
)]

�
[
2ine(ωℓ, θ)

ωℓ

c

∂F e
Z ωℓ

∂z
− n2

e(ωℓ, θ)
ω2

ℓ

c2 F
e
Z ωℓ

]
exp

(
i ne(ωℓ, θ)

ωℓ

c
z
) (A.30)
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Building upon this approximation, we can approach the mixed partial derivative in the following manner:

∂2EZ ωℓ

∂y∂z
= ∂2

∂y∂z

[
F e

Z ωℓ
exp

(
i ne(ωℓ, θ)

ωℓ

c
z
)]

=
(
∂2F e

Z ωℓ

∂y∂z

)
exp

(
i ne(ωℓ, θ)

ωℓ

c
z
)

+ i
ωℓ

c
ne(ωℓ, θ) exp

(
i ne(ωℓ, θ)

ωℓ

c
z
) ∂F e

Z ωℓ

∂y

� i
ωℓ

c
ne(ωℓ, θ) exp

(
i ne(ωℓ, θ)

ωℓ

c
z
) ∂F e

Z ωℓ

∂y

(A.31)

While the latter uses a variation of the slowing varying envelope approximation in the form of
∣∣∣∂2F e

Z ωℓ

∂z∂x

∣∣∣≪ ∣∣∣F e
Z ωℓ

∂z

∣∣∣,
the latter is the analog of equation A.24. Plugging back expressions (A.30) and (A.31) into (A.29), it reduces to:

∂2F e
Z ωℓ

∂x2 +
[
1− βωℓ

sin2(θ)
]∂2F e

Z ωℓ

∂y2 − iβωℓ

ωℓ

c
ne(ωℓ, θ) sin(2θ)

∂F e
Z ωℓ

∂y

+ 2ine(ωℓ, θ)
ωℓ

c

[
1− βωℓ

cos2(θ)
]∂F e

Z ωℓ

∂z

= − ω2
ℓ

ϵ0c2P
NL
Z ωℓ

exp
(
−i ne(ωℓ, θ)

ωℓ

c
z
) (A.32)

Using the dispersion relation for ne(ωℓ, θ) (See Section 2.1.1), one obtains the following relationship between ne(ωℓ)
and ne(ωℓ, θ):

1
n2

e(ωℓ, θ)
= sin2(θ)
n2

e(ωℓ)
+ cos2(θ)
n2

o(ωℓ)

n2
e(ωℓ) = n2

e(ωℓ, θ)
[

1−
(

1− n2
e(ωℓ)
n2

o(ωℓ)

)
cos2(θ)

]

n2
e(ωℓ) = n2

e(ωℓ, θ)
[

1− βωℓ
cos2(θ)

]

ne(ωℓ)
[

1− βωℓ
cos2(θ)

] 1
2

= ne(ωℓ, θ)
[

1− βωℓ
cos2(θ)

]

This relationship allows us to re-write equation (A.32) as follows:

∂2F e
Z ωℓ

∂x2 +
[
1− βωℓ

sin2(θ)
]∂2F e

Z ωℓ

∂y2 + 2ine(ωℓ)
ωℓ

c

[
1− βωℓ

cos2(θ)
] 1

2

[
∂F e

Z ωℓ

∂z
−

(
βωℓ

2 sin(2θ)
1− βωℓ

cos2(θ)

)
∂F e

Z ωℓ

∂y

]

= − ω2
ℓ

ϵ0c2P
NL
Z ωℓ

exp
(
−i ne(ωℓ, θ)

ωℓ

c
z
)

(A.33)
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We can introduce an additional parameter that groups together the factor βωℓ
and θ as follows:

ρωℓ
(θ) = −

βωℓ

2 sin(2θ)
1− βωℓ

cos2(θ) (A.34)

Finally, equation A.33 becomes:

∂2F e
Zωℓ

∂x2 +
[
1− βωℓ

sin2(θ)
]∂2F e

Z ωℓ

∂y2 + 2ine(ωℓ)
ωℓ

c

[
1− βωℓ

cos2(θ)
] 1

2

[
∂F e

Z ωℓ

∂z
+ ρωℓ

(θ)
∂F e

Z ωℓ

∂y

]

= − ω2
ℓ

ϵ0c2P
NL
Z ωℓ

exp
(
−i ne(ωℓ, θ)

ωℓ

c
z
) (A.35)

A.2 Wave propagation: insights into space and time
We will now provide the detailed intermediate steps for the derivations outlined in Section 3.1.2 of Chapter 3. The
parameterization of the total electric field is written as follows:

E(r, t) =
∑
ωℓ

Eωℓ
(r, t)

=
∑
ωℓ

1
2 Eωℓ

(r, t) exp (−i ωℓt) + c.c.
(A.36)

where ωℓ is the carrier frequency. We proceed to compute the Fourier transforms of several quantities, such as the
electric field and polarization, as introduced in Section 3.1.2. The Fourier transform of the electric field described
by equation (A.36) is:

Ẽ(r, ω) =
∫ +∞

−∞
dt E(r, t) exp (iωt)

=
∑
ωℓ

1
2

∫ +∞

−∞
dt

(
Eωℓ

(r, t) exp (−i ωℓt) exp (iωt) + E∗
ωℓ

(r, t) exp (i ωℓt) exp (iωt)
)

=
∑
ωℓ

1
2

∫ +∞

−∞
dtEωℓ

(r, t) exp (i (ω − ωℓ) t) + 1
2

∫ +∞

−∞
dtE∗

ωℓ
(r, t) exp (i (ω + ωℓ) t)

= 1
2

(∑
ωℓ

Ẽωℓ
(r, ω − ωℓ) + Ẽ

∗
ωℓ

(r, ω + ωℓ)
)

(A.37)

where the envelopes have some limited extend around the carrier frequencies at ±ωℓ. The Fourier pair of (A.37)
can be written as follows:

E(r, t) = 1
2π

∫ +∞

−∞
dω Ẽ(r, ω) exp (−iωt)

= 1
2π

∫ +∞

−∞
dω

1
2

(∑
ωℓ

Ẽωℓ
(r, ω − ωℓ) + Ẽ

∗
ωℓ

(r, ω + ωℓ)
)

exp (−iωt)
(A.38)



APPENDIX A. THE WAVE EQUATION FOR NONLINEAR ANISOTROPIC MEDIA 115

Through a variable substitution ω′ = ω ± ωℓ, we can re-write equation (A.38) as two integrals:

E(r, t) = 1
2π

(∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 Ẽωℓ

(r, ω
′
) exp

(
−i ω

′
t
))

exp (−i ωℓ t)

+ 1
2π

(∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 Ẽ

∗
ωℓ

(r, ω
′
) exp

(
−i ω

′
t
))

exp (i ωℓ t)

= 1
2π

(∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 Ẽωℓ

(r, ω
′
) exp

(
−i ω

′
t
))

exp (−i ωℓ t) + c.c.

(A.39)

Because E(r, t) is a real quantity, the second term in equation (A.39) must be the complex conjugate of the first term
to ensure the entire expression remains real. Unlike equation (3.6), which describes a time-independent total electric
field, the relationship between polarization, P(1)(r, t), and the electric field, E(r, t), in this context can depend on
past history of the field. This dependence is captured by the following equation:

P(1)(r, t) = ϵ0

∫ +∞

−∞
dτ χχχ(1)(τ) ·E(r, t− τ) (A.40)

where χχχ(1) is a linear response function. Taking the inverse Fourier transform of E(r, t) and substituting it into
equation (A.40), we obtain:

P(1)(r, t) = ϵ0

∫ +∞

−∞
dτ χχχ(1)(τ) ·

∫ +∞

−∞

dω

2π Ẽ(r, ω) exp (−iω (t− τ))

= ϵ0
2π

∫ +∞

−∞
dω

(∫ +∞

−∞
dτ χχχ(1)(τ) exp (iωτ)

)
· Ẽ(r, ω) exp (−iω t)

= ϵ0
2π

∫ +∞

−∞
dωχχχ(1)(−ωσ;ω) · Ẽ(r, ω) exp (−iω t)

(A.41)

where ωσ = ω, and

χχχ(1)(−ωσ;ω) =
∫ +∞

−∞
dτ χχχ(1)(τ) exp (iωτ)

Moreover, χχχ(1)(τ) must vanish when τ is negative in order to ensure that P(1)(r, t) depends only on values of the
field for times before t; hence causality condition. Plugging equation (A.37) into equation (A.41) and making the
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same substitution ω′ = ω ± ωℓ, the linear polarization is finally written as follows:

P(1)(r, t) = ϵ0
2π

∫ +∞

−∞
dωχχχ(1)(−ωσ;ω) · Ẽ(r, ω) exp (−iω t)

= ϵ0
2π

∫ +∞

−∞
dωχχχ(1)(−ωσ;ω) · 1

2

(∑
ωℓ

Ẽωℓ
(r, ω − ωℓ) + Ẽ

∗
ωℓ

(r, ω + ωℓ)
)

exp (−iω t)

= ϵ0
4

(∑
ωℓ

∫ +∞

−∞
dω

′
χχχ(1)(−ωσ;ωℓ + ω

′
) Ẽωℓ

(r, ω
′
) exp

(
−iω

′
t
))

exp (−iωℓt)

+ ϵ0
4

(∑
ωℓ

∫ +∞

−∞
dω

′
χχχ(1)(−ωσ;ωℓ − ω

′
) Ẽ

∗
ωℓ

(r, ω
′
) exp

(
−iω

′
t
))

exp (iωℓt)

= ϵ0
4

(∑
ωℓ

∫ +∞

−∞
dω

′
χχχ(1)(−ωσ;ωℓ + ω

′
) Ẽωℓ

(r, ω
′
) exp

(
−iω

′
t
))

exp (−iωℓt) + c.c.

(A.42)

By analogy with the electric field, the second term in expression (A.42) is the complex conjugate of the first term;
purposely, in this case, ωσ = ωℓ ± ω

′ .
The nonlinear polarization term is expressed as a power series expansion of the total electric field:

PNL(r, t) = ϵ0

∫ +∞

−∞
dτ1

∫ +∞

−∞
dτ2 χχχ

(2)(t− τ1, t− τ2) : E(r, τ1) E(r, τ2)

+ϵ0
∫ +∞

−∞
dτ1

∫ +∞

−∞
dτ2

∫ +∞

−∞
dτ3 χχχ

(3)(t− τ1, t− τ2, t− τ3)
...E(r, τ1) E(r, τ2) E(r, τ3) + . . .

(A.43)

In the context of this thesis, solely second-order terms are taken into consideration. In addition, the causality
condition requires that χχχ(2)(t − τ1, t − τ2) = 0 when either τ1 or τ2 is negative. In the expression (A.43), for the
second-order term, we can express the total electric field in terms of its inverse Fourier transform as follows:

PNL(r, t) = ϵ0

∫ +∞

−∞

dω1

2π

∫ +∞

−∞

dω2

2π χχχ(2)(−ωσ;ω1, ω2) : Ẽ(r, ω1) Ẽ(r, ω2) e−i(ω1+ω2)t (A.44)

where ωσ = ω1 + ω2, and χχχ(2)(−ωσ;ω1, ω2) is the second-order susceptibility:

χχχ(2)(−ωσ;ω1, ω2) =
∫ +∞

−∞
dτ1

∫ +∞

−∞
dτ2 χχχ

(2)(τ1, τ2) ei(ω1τ1+ω2τ2) (A.45)
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To gain insight into the frequency components at play in second-order nonlinear processes, we can substitute equation
(A.37) into equation (A.45):

PNL(r, t) = ϵ0

∫ +∞

−∞

dω1

2π

∫ +∞

−∞

dω2

2π χχχ(2)(−ωσ;ω1, ω2) : Ẽ(r, ω1) Ẽ(r, ω2) e−i(ω1+ω2)t

= ϵ0
4
∑
ωp

∑
ωq

∫ +∞

−∞

dω1

2π

∫ +∞

−∞

dω2

2π χ
(2)
ijk(−ωσ;ω1, ω2)

(
Ẽj ωp(r, ω1 − ωp) + Ẽ∗

j ωp
(r, ω1 + ωp)

)
(
Ẽk ωq (r, ω2 − ωq) + Ẽ∗

k ωq
(r, ω2 + ωq)

)
exp (−i (ω1 + ω2) t)

= ϵ0
4

(∑
ωp

∑
ωq

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π χ
(2)
ijk(−ωσ;ω

′′
+ ωp, ω

′′′
+ ωq) Ẽj ωp(r, ω

′′
)Ẽk ωq (r, ω

′′′
)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
))

exp (−i (ωp + ωq) t)

+ ϵ0
4

(∑
ωp

∑
ωq

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π χ
(2)
ijk(−ωσ;ω

′′
+ ωp, ω

′′′
− ωq) Ẽj ωp

(r, ω
′′
)Ẽ∗

k ωq
(r, ω

′′′
)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
))

exp (−i (ωp − ωq) t)

+ ϵ0
4

(∑
ωp

∑
ωq

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π χ
(2)
ijk(−ωσ;ω

′′
− ωp, ω

′′′
+ ωq) Ẽ∗

j ωp
(r, ω

′′
)Ẽk ωq

(r, ω
′′′

)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
))

exp (−i (ωq − ωp) t)

+ ϵ0
4

(∑
ωp

∑
ωq

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π χ
(2)
ijk(−ωσ;ω

′′
− ωp, ω

′′′
− ωq) Ẽ∗

j ωp
(r, ω

′′
)Ẽ∗

k ωq
(r, ω

′′′
)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
))

exp (i (ωp + ωq) t)

(A.46)

where we introduce the following changes of variable: ω′′ = ω1 ± ωp and ω′′′ = ω2 ± ωq .
Similar to (A.36), the polarization PNL(r, t) can be written as:

PNL(r, t) =
∑
ωℓ

1
2PNL

ωℓ
(r, t) exp (−iωℓ t) + c.c. (A.47)
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By analyzing the relationship between equations (A.47) and (A.46), we can derive an expression for PNL
ωℓ

depending
on the specific value of ωℓ:

Pi ωℓ
= ϵ0

2
∑
ωp

∑
ωq

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π χ
(2)
ijk(−ωσ;ω

′′
+ ωp, ω

′′′
+ ωq) Ẽj ωp

(r, ω
′′
)Ẽk ωq

(r, ω
′′′

)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
)

for ωℓ = ωp + ωq (A.48a)

Pi ωℓ
= ϵ0

2
∑
ωp

∑
ωq

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π χ
(2)
ijk(−ωσ;ω

′′
+ ωp, ω

′′′
− ωq) Ẽj ωp

(r, ω
′′
)Ẽ∗

k ωq
(r, ω

′′′
)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
)

for ωℓ = ωp − ωq (A.48b)

Pi ωℓ
= ϵ0

2
∑
ωp

∑
ωq

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π χ
(2)
ijk(−ωσ;ω

′′
− ωp, ω

′′′
+ ωq) Ẽ∗

j ωp
(r, ω

′′
)Ẽk ωq

(r, ω
′′′

)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
)

for ωℓ = ωq − ωp (A.48c)

Pi ωℓ
= ϵ0

2
∑
ωp

∑
ωq

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π χ
(2)
ijk(−ωσ;ω

′′
− ωp, ω

′′′
− ωq) Ẽ∗

j ωp
(r, ω

′′
)Ẽ∗

k ωq
(r, ω

′′′
)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
)

for ωℓ = −ωp − ωq (A.48d)

Since the envelopes, Eωℓ
possess a narrow bandwidth, the evaluation of the nonlinear second-order susceptibility

in equations (A.48) is conveniently performed at the carrier frequencies. This simplification arises because the
narrow bandwidth can imply minimal variation in the susceptibility across a limited frequency range. Consequently,
equation (A.48a), for example, becomes:

Pi ωℓ
= ϵ0

2
∑
ωp

∑
ωq

χ
(2)
ijk(−ωσ;ωp, ωq)

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π Ẽj ωp
(r, ω

′′
)Ẽk ωq

(r, ω
′′′

)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
)

for ωℓ = ωp + ωq

(A.49)

We focus on second-harmonic generation (SHG), a nonlinear process where light fields of specific frequencies, ωp

and ωq , interact to generate a second-order polarization at ωℓ that satisfies the condition ωℓ = ±ωp ± ωq . The
summations in equations (A.48) account for all possible combinations of ωp and ωq that fulfill this relationship.
However, in designing SHG experiments, researchers typically avoid this complexity. Most often, there is only one
desired set of ωp and ωq that will produce the target ωℓ. This simplifies the experimental setup and avoids ambiguity
in the interpretation of the results. Therefore, we typically focus on a single set of input frequencies. In this case
(SHG), both ωp and ωq become equal to a common carrier frequency, ω0. This simplification allows us to directly
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obtain the second harmonic frequency, ωℓ = 2ω0, using equation (A.49) as follows:

Pi 2ω0 = ϵ0
2 χ

(2)
ijk(−ωσ;ω0, ω0)

∫ +∞

−∞

dω
′′

2π

∫ +∞

−∞

dω
′′′

2π Ẽj ω0(r, ω
′′
)Ẽk ω0(r, ω

′′′
)

exp
(
−i
(
ω

′′
+ ω

′′′
)
t
)

= ϵ0
2 χ

(2)
ijk(−ωσ;ω0, ω0)

∫ +∞

−∞

dω
′′

2π Ẽj ω0(r, ω
′′
) exp

(
−iω

′′
t
)

∫ +∞

−∞

dω
′′′

2π Ẽk ω0(r, ω
′′′

) exp
(
−iω

′′′
t
)

= ϵ0
2 χ

(2)
ijk(−ωσ;ω0, ω0) Ej ω0(r, t) Ek ω0(r, t)

(A.50)

where ωσ = 2ω0.
After having developed expressions for the field and polarizations, they are then substituted into the wave equation:

∇×∇× E(r, t) = −µ0
∂2

∂t2

(
ϵ0E(r, t) + P(1)(r, t) + PNL(r, t)

)
(A.51)

To illustrate how this equation can be further developed, we will now break it down step-by-step. Plugging equation
(A.39) and equation (A.42) into the two first terms on the right-hand side of (A.51) yields:

ϵ0µ0
∂2

∂t2
E(r, t) + µ0

∂2

∂t2
P(1)(r, t) = 1

2c2
∂2

∂t2

(∑
ωℓ

∫ +∞

−∞

dω
′

2π

[
I + χ(1)(ωℓ + ω

′
)
]
· Ẽωℓ

(r, ω
′
)

exp
(
−i
(
ωℓ + ω

′
)
t
))

+ c.c.

= − 1
2c2

(∑
ωℓ

∫ +∞

−∞

dω
′

2π (ωℓ + ω
′
)2
[
I + χ(1)(ωℓ + ω

′
)
]

· Ẽωℓ
(r, ω

′
) exp

(
−i
(
ωℓ + ω

′
)
t
))

+ c.c.

(A.52)

To maintain consistency with the electric field description in equation (A.39), we can express the inverse Fourier
transform of PNL(r, t) in (A.47) as follows:

PNL(r, t) = 1
2π

(∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 P̃

NL
ωℓ

(r, ω
′
) exp

(
−i ω

′
t
))

exp (−i ωℓ t) + c.c. (A.53)
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Drawing upon the expression for the nonlinear polarization derived from the inverse Fourier transform (equation
(A.53)), we can now elaborate on the final term on the right-hand side of equation (A.51):

∂2

∂t2
PNL(r, t) = 1

2
∂2

∂t2

(∑
ωℓ

∫ +∞

−∞

dω
′

2π P̃
NL

ωℓ
(r, ω

′
) exp

(
−i
(
ωℓ + ω

′
)
t
))

+ c.c.

= 1
2

(
−
∑
ωℓ

∫ +∞

−∞

dω
′

2π (ωℓ + ω
′
)2 P̃

NL
ωℓ

(r, ω
′
) exp

(
−i
(
ωℓ + ω

′
)
t
))

+ c.c.

= 1
2

(
−
∑
ωℓ

ω2
ℓ

∫ +∞

−∞

dω
′

2π P̃
NL
ωℓ

(r, ω
′
) exp

(
−i
(
ωℓ + ω

′
)
t
)

− 2ωℓ

∫ +∞

−∞

dω
′

2π ω
′
P̃

NL
ωℓ

(r, ω
′
) exp

(
−i
(
ωℓ + ω

′
)
t
)

−
∫ +∞

−∞

dω
′

2π ω
′ 2

P̃
NL
ωℓ

(r, ω
′
) exp

(
−i
(
ωℓ + ω

′
)
t
) )

+ c.c.

(A.54)

Under the assumption that deviations from the carrier frequency are small (i.e., |ω′ | ≪ |ωℓ|), equation (A.54)
simplifies. This is because the higher-order terms containing products of ω′ become negligible compared to the
terms with only ωℓ. Consequently, only the leading term is retained in (A.54):

∂2

∂t2
PNL(r, t) ≈ 1

2

(
−
∑
ωℓ

ω2
ℓ

∫ +∞

−∞

dω
′

2π P̃
NL
ωℓ

(r, ω
′
) exp

(
−i
(
ωℓ + ω

′
)
t
))

+ c.c. (A.55)

Regarding the left-hand side of equation (A.51), substituting equation (A.39) into it, we obtain the following:

∇×∇× E(r, t) = ∇×∇×
(

1
2π
∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 Ẽωℓ

(r, ω
′
) exp

(
−i
(
ωℓ + ω

′
)
t
)

+ c.c.

)
(A.56)

Combining equations (A.52), (A.55), and (A.56) into the wave equation (A.51), we obtain:

∇×∇×
(

1
2π
∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 Ẽωℓ

(r, ω
′
) exp

(
−i
(
ωℓ + ω

′
)
t
)

+ c.c.

)

= − 1
2c2

(∑
ωℓ

∫ +∞

−∞

dω
′

2π (ωℓ + ω
′
)2
[
I + χ(1)(ωℓ + ω

′
)
]
· Ẽωℓ

(r, ω
′
) exp

(
−i
(
ωℓ + ω

′
)
t
))

+ c.c.

− µ0

2

(
−
∑
ωℓ

ω2
ℓ

∫ +∞

−∞

dω
′

2π P̃
NL
ωℓ

(r, ω
′
) exp

(
−i
(
ωℓ + ω

′
)
t
))

+ c.c.

(A.57)
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To isolate and analyze the behavior of each frequency component within equation (A.57 ) , we can utilize the concept
of Fourier transforms. This involves multiplying the equation by exp (iωt) and integrating with respect to t:

∇×∇×
(

1
2π
∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 Ẽωℓ

(r, ω
′
)
∫ +∞

−∞
dt exp

(
i
(
ω − ωℓ − ω

′
)
t
)

+ c.c.

)

= − 1
2c2

(∑
ωℓ

∫ +∞

−∞

dω
′

2π (ωℓ + ω
′
)2
[
I + χ(1)(ωℓ + ω

′
)
]
· Ẽωℓ

(r, ω
′
)
∫ +∞

−∞
dt exp

(
i
(
ω − ωℓ − ω

′
)
t
))

− µ0

2

(
−
∑
ωℓ

ω2
ℓ

∫ +∞

−∞

dω
′

2π P̃
NL
ωℓ

(r, ω
′
)
∫ +∞

−∞
dt exp

(
i
(
ω − ωℓ − ω

′
)
t
))

+ c.c.

∇×∇×
(

1
2π
∑
ωℓ

∫ +∞

−∞
dω

′ 1
2 Ẽωℓ

(r, ω
′
) δ(ω − ωℓ − ω

′
) + c.c.

)

= − 1
2c2

(∑
ωℓ

∫ +∞

−∞

dω
′

2π (ωℓ + ω
′
)2
[
I + χ(1)(ωℓ + ω

′
)
]
· Ẽωℓ

(r, ω
′
) δ(ω − ωℓ − ω

′
)
)

− µ0

2

(
−
∑
ωℓ

ω2
ℓ

∫ +∞

−∞

dω
′

2π P̃
NL
ωℓ

(r, ω
′
) δ(ω − ωℓ − ω

′
)
)

+ c.c.

∇×∇×
(∑

ωℓ

1
2 Ẽωℓ

(r, ω − ωℓ) + c.c.

)
= − 1

2c2

(∑
ωℓ

ω2
[
I + χ(1)(ω)

]
· Ẽωℓ

(r, ω − ωℓ)
)

− µ0

2

(
−
∑
ωℓ

ω2
ℓ P̃

NL
ωℓ

(r, ω − ωℓ)
)

+ c.c.

To simplify the equation, we can equate terms with the same label ωℓ on both sides. This leads to:

∇×∇× Ẽωℓ
(r, ω − ωℓ) = − 1

c2 ω
2
[
I + χ(1)(ω)

]
Ẽωℓ

(r, ω − ωℓ)−
ω2

ℓ

ϵ0c2 P̃
NL
ωℓ

(r, ω − ωℓ)

To represent the spatial dependence explicitly, we can re-write this equation in terms of vector components:

∇2Ẽi ωℓ
(r, ω − ωℓ)−

∂

∂xi

(∂Ẽj ωℓ

∂xj

)
= − 1

c2 ω
2
[
δij + χ

(1)
ij (ω)

]
Ẽj ωℓ

(r, ω − ωℓ)−
ω2

ℓ

ϵ0c2 P̃
NL
i ωℓ

(r, ω − ωℓ) (A.58)

where a sum over repeated indices is implied.
To account for the spatial propagation of the field, we apply the methodology developed by Eimerl et al.65 to handle
the spatial operators. Within the principal coordinate system XYZ, this approach leads to the following simplified
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form of equation (A.58) for each vector component:

∇2ẼX ωℓ
(r, ω − ωℓ) + ω2

c2

[
1 + χ

(1)
XX(ω)

]
ẼX ωℓ

(r, ω − ωℓ)− β
′

ω

∂2

∂X∂Z
ẼZ ωℓ

(r, ω − ωℓ)

= − ω2
ℓ

ϵ0c2 P̃
NL
X ωℓ

(r, ω − ωℓ) (A.59a)

∇2ẼY ωℓ
(r, ω − ωℓ) + ω2

c2

[
1 + χ

(1)
Y Y (ω)

]
ẼY ωℓ

(r, ω − ωℓ)− β
′

ω

∂2

∂Y ∂Z
AZ(r, ω − ωℓ)

= − ω2
ℓ

ϵ0c2 P̃
NL
Y ωℓ

(r, ω − ωℓ) (A.59b)

∇2ẼZ ωℓ
(r, ω − ωℓ) + ω2

c2

[
1 + χ

(1)
ZZ(ω)

]
ẼZ ωℓ

(r, ω − ωℓ)− β
′

ω

∂2

∂Z2 ẼZ ωℓ
(r, ω − ωℓ)

= − ω2
ℓ

ϵ0c2 P̃
NL
Z ωℓ

(r, ω − ωℓ) (A.59c)

where
β

′

ω = 1− n2
e(ω)
n2

o(ω) (A.60)

This parameter βω differs from βωℓ
(equation A.11) in its dependence on the angular frequency ω. While βωℓ

represents discrete values specific to each frequency ωℓ, βω captures the continuous variation across the frequency
range.

The parameter βω differs from βωℓ
(refer to equation A.11) in its treatment of the angular frequency ω. βωℓ

depends discretely on frequency ωℓ. In contrast, βωℓ
captures the continuous behavior of this parameter across the

entire frequency range. Moreover, to describe this continuous dependence on ω in equations (A.59), it is standard
practice to use the following relationships between the linear susceptibility χ(1) and the ordinary wave number ko

and extraordinary ke wave number (corresponding to the refractive indices, no and ne):

1 + χ
(1)
XX(ω) = k2

o(ω) c2

ω2 = n2
o(ω) (A.61a)

1 + χ
(1)
Y Y (ω) = k2

o(ω) c2

ω2 = n2
o(ω) (A.61b)

1 + χ
(1)
ZZ(ω) = k2

e(ω) c2

ω2 = n2
e(ω) (A.61c)

In (A.61c), ke(ω) refers specifically to the case where θ = π/2, where θ represents the angle between the wave
vector k and the optic axis Z; see equation (A.28).
Furthermore, to account for the variation of ko and ke with frequency, we can expand them in a Taylor series around
a chosen carrier frequency ωℓ (which can be the fundamental ω0 or the second harmonic 2ω0):

ko,e(ω) = ko,e(ωℓ) + ∂ko,e

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ) + 1
2
∂2ko,e

∂ω2

∣∣∣
ω=ωℓ

(ω − ωℓ)2 + · · · (A.62)

The partial derivatives are related to the group velocity3 so that equation A.62 is written as:

ko,e(ω) = ko,e(ωℓ) + 1
vo,e

g

∣∣∣
ω=ωℓ

(ω − ωℓ)−
1

2(vo,e
g )2

∂vo,e
g

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ)2 + · · · (A.63)



APPENDIX A. THE WAVE EQUATION FOR NONLINEAR ANISOTROPIC MEDIA 123

where vo,e
g stands for either the ordinary (o) or the extraordinary (e) group velocity.

Using equations (A.61), and (A.63), β′

ω is re-defined:

β
′

ωℓ
= 1−

k2
e(ωℓ) + 2ke(ωℓ)

1
ve

g(ωℓ)
(ω − ωℓ) + 1

ve
g(ωℓ)2

(
1− ke(ωℓ)

∂ve
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . .

k2
o(ωℓ) + 2ko(ωℓ)

1
vo

g(ωℓ)
(ω − ωℓ) + 1

vo
g(ωℓ)2

(
1− ko(ωℓ)

∂vo
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . .

(A.64)

Only terms up to the second order in the Taylor expansion are shown. Finally, (A.59) becomes:

∇2ẼX ωℓ
(r, ω − ωℓ) +

[
k2

o(ωℓ) + 2ko(ωℓ)
1

vo
g(ωℓ)

(ω − ωℓ)

+ 1
vo

g(ωℓ)2

(
1− ko(ωℓ)

∂vo
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . .

]
ẼX ωℓ

(r, ω − ωℓ)

− β
′

ωℓ

∂2

∂X∂Z
ẼZ ωℓ

(r, ω − ωℓ) = − ω2
ℓ

ϵ0c2 P̃
NL
X ωℓ

(r, ω − ωℓ) (A.65a)

∇2ẼY ωℓ
(r, ω − ωℓ) +

[
k2

o(ωℓ) + 2ko(ωℓ)
1

vo
g(ωℓ)

(ω − ωℓ)

+ 1
vo

g(ωℓ)2

(
1− ko(ωℓ)

∂vo
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . .

]
ẼY ωℓ

(r, ω − ωℓ)

− β
′

ωℓ

∂2

∂Y ∂Z
ẼZ ωℓ

(r, ω − ωℓ) = − ω2
ℓ

ϵ0c2 P̃
NL
Y ωℓ

(r, ω − ωℓ) (A.65b)

∇2ẼZ ωℓ
(r, ω − ωℓ) +

[
k2

e(ωℓ) + 2ke(ωℓ)
1

ve
g(ωℓ)

(ω − ωℓ)

+ 1
ve

g(ωℓ)2

(
1− ke(ωℓ)

∂ve
g

∂ω

∣∣∣
ω=ωℓ

)
(ω − ωℓ)2 + . . .

]
ẼZ ωℓ

(r, ω − ωℓ)

− β
′

ωℓ

∂2

∂Z2 ẼZ ωℓ
(r, ω − ωℓ) = − ω2

ℓ

ϵ0c2 P̃
NL
Z ωℓ

(r, ω − ωℓ) (A.65c)

A.3 More about Second-order Susceptibility tensor and Polarization
We will now reexamine the allowed entries for the second-order susceptibility tensor, χ(2) (in index notation χ(2)

ijk,

where i, j, k = X,Y, Z), applicable to crystals belonging to the 3m point group. Neumann’s principle29 establishes
that the symmetry operations governing the structure of a crystal also dictate its material properties. This principle
extends to the second-order susceptibility tensor, χ(2)

ijk(−2ω;ω, ω). As a consequence, for crystals like lithium
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niobate (LiNbO3) belonging to the 3m class, the non-zero elements of the χ(2)
ijk are the following:

χ
(2)
Y XX = χ

(2)
XY X = χ

(2)
XXY = −χ(2)

Y Y Y

χ
(2)
ZZZ

χ
(2)
ZXX = χ

(2)
ZY Y

χ
(2)
Y Y Z = χ

(2)
XXZ = χ

(2)
Y ZY = χ

(2)
XZX

These non-zero elements are defined within the principal coordinate system, denoted as XYZ. Notably, under the
assumption of Kleinman symmetry: only three of these elements are truly independent, unlike the four independent
elements encountered in the absence of Kleinman symmetry:

χ
(2)
Y XX = χ

(2)
XY X = χ

(2)
XXY = −χ(2)

Y Y Y

χ
(2)
ZZZ

χ
(2)
ZXX = χ

(2)
ZY Y = χ

(2)
Y Y Z = χ

(2)
XXZ = χ

(2)
Y ZY = χ

(2)
XZX

With the non-zero elements of the second-order susceptibility tensor established, we can now delve deeper into the
development of expression (A.50), which describes the second harmonic polarization:

PNL
i 2ω0

(r, t) = ϵ0
2 χ

(2)
ijk(−ωσ;ω0, ω0) Ej ω0(r, t) Ek ω0(r, t)

We will first analyze the case where i = X , then present the general solution:

ϵ0
2 χ

(2)
Xjk Ej ω0(r, t) Ek ω0(r, t) = ϵ0 χ

(2)
XXY EX ω0(r, t) EY ω0(r, t) + ϵ0 χ

(2)
XXZ EX ω0(r, t) EY ω0(r, t)

= ϵ0 2d15EX ω0(r, t) EY ω0(r, t)− ϵ0 2d22 EX ω0(r, t) EY ω0(r, t)
(A.68)

Purposely, the second-order susceptibility tensor 1
2χ

(2)
ijk(−ωσ;ω0, ω0) is also denoted as dmk(−ωσ;ω0, ω0) as defined

in Table 2.1. Finally, carrying out such a similar procedure for Y , and Z, we can obtain the following expression for
P̃

NL
2ω0

(r, t):

PNL
2ω0

(r, t) = ϵ0

 0 0 0 0 d15 −d22

−d22 d22 0 d15 0 0
d15 d15 d33 0 0 0




E2
X ω0

(r, t)
E2

Y ω0
(r, t)

E2
Z ω0

(r, t)
2E

Y ω0
(r, t) E

Z ω0
(r, t)

2E
X ω0

(r, t) E
Zω0

(r, t)
2E

X ω0
(r, t) E

Y ω0
(r, t)


(A.69)

In this expression, the d-matrix elements are evaluated at the twice the carrier frequency, (2ω0).
Building upon Chapter 3, the d-matrix alone does not capture the nonlinear optical response within the X-cut
LiNbO3. Consequently, we must perform specific transformations to obtain the appropriate second-order suscep-
tibility tensor. Since the quantity of interest is a tensor, these transformations must adhere to the rules governing
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tensor transformations25:
χ

(2)new

ijk =
∑

l

∑
m

∑
n

RilRjmRknχ
(2)old

lmn (A.70)

In this context, R denotes a rotation matrix, and χ
(2)old

lmn represents the initial components of the second-order
susceptibility tensor. These initial components, χ(2)old

lmn , are provided in Table 2.1 for the crystal class 3m. The
rotation matrix is given by the following expression:

R = R
X

R
Y

(A.71)

A general rotation can be constructed by sequentially applying elemental rotations about the axes of the coordinate
system. In this specific case, we perform a first rotation about the Y -axis, followed by a rotation about the X-axis.
R

Y
and R

X
are given by106:

R
Y

(θ = −1
2π) =

 cos(θ) 0 sin(θ)
0 1 0

− sin(θ) 0 cos(θ)

 =

0 0 −1
0 1 0
1 0 0

 (A.72a)

R
X

(θ = −7
6π) =

1 0 0
0 cos(θ) − sin(θ)
0 sin(θ) cos(θ)

 =

1 0 0
0 −

√
3

2 − 1
2

0 1
2 −

√
3

2

 (A.72b)

By expanding equation (A.70) and taking into account that the second-order susceptibility tensor components are
zero in the majority of the cases, we obtain a simplified version of equation (A.70) given as follows:

χ
(2)new

ijk = (Ri1Rj1Rk2 +Ri1Rj2Rk1 +Ri2Rj1Rk1 −Ri2Rj2Rk2)χ(2)old

112

+ (Ri3Rj1Rk1 +Ri3Rj2Rk2)χ(2)old

311

+ (Ri1Rj1Rk3 +Ri1Rj3Rk1 +Ri2Rj2Rk3 +Ri2Rj3Rk2)χ(2)old

113

+Ri3Rj3Rk3χ
(2)old

333

(A.73)

Finally, we use equation (A.71) to compute equation (A.73). Equation (A.73) can be easily implemented in any
programming language in order to calculate the new components.

Overall, the expressions developed in detail in this Appendix are outlined in the main text of this work.

A.4 Visible Regime: Intermediate Calculations for Wave Propagation and
Intensity

This section elaborates on the calculations presented in equation (3.45) from Chapter 3, Section 3.3. Specifically,
it provides insights into the derivations of equations (3.49). To begin with, the slowly varying envelopes are
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parameterized as follows:

Ẽo

Y ω0
(r, ω − ω0) = Θ(R(b) −RYZ) F̃ o

Y ω0
(X,ω − ω0) exp (i ko(ω0)X) (A.74a)

Ẽe

Z2ω0

(r, ω − 2ω0) = Θ(R(b) −RYZ) F̃ e

Z2ω0

(X,ω − 2ω0) exp (i ke(2ω0)X) (A.74b)

For the parameterization, the laser beam is modeled as a finite-diameter rigid cylinder propagating in theX-direction
(see Fig. 3.6). A Heaviside function, Θ(R(b) − RYZ) , is used to define the beam profile. This function equals 1
within the beam radius (R(b)) and zero outside, representing the presence and absence of the field, respectively:

Θ(R(b) −RYZ) =

1 , for R(b) ≥ RYZ where RYZ =
√
Y 2 + Z2

0 , otherwise
(A.75)

This simplified model adopts a different approach to spatial coordinate dependence compared to the previously
established method in Ref. 30. For example, in the prior approach, F e

Z2ω0
(r, ω − 2ω0) as a function of three spatial

coordinates. In contrast, this model treats F e
Z2ω0

(X,ω − ωℓ) as a function of the longitudinal coordinate (X) only.
However, the transverse coordinates (Y and Z) are still incorporated through the inclusion of a Heaviside function.
With this description of the envelopes, we will now derive the coupled amplitude equations for our simplified model.
For the ordinary wave, we will use equation (3.46). With respect to the extraordinary wave, equation (3.45) is
employed. For reference, equation (3.45) is provided below:

Ẑ ·
[
∇2Ẽ

ωℓ

(r, ω − ωℓ) + K · Ẽ
ωℓ

(r, ω − ωℓ)− β
′

ωℓ
∇
(
Ẑ · ∇

)(
Ẽ
ωℓ

(r, ω − ωℓ) · Ẑ
)]

= Ẑ ·
[
−ω

2
ℓ

c2 P̃
NL

ωℓ

(r, ω − ωℓ)
] (A.76)

For ωℓ = 2ω0, this equation becomes:

∇2Ẽe

Z2ω0

(r, ω − 2ω0) +KZ Ẽe

Z2ω0

(r, ω − 2ω0)− β
′

2ω0

∂2

∂Z2 Ẽ
e

Z2ω0

(r, ω − 2ω0) = − 4ω2
0

ϵ0c2 P̃
NL

Z2ω0
(r, ω − 2ω0) (A.77)

where KZ is given by:

KZ = k2
e(2ω0) + 2ke(2ω0) 1

ve
g(2ω0) (ω − 2ω0)− 1

ve
g(2ω0)2

(
1− ke(2ω0)

∂ve
g

∂ω

∣∣∣
ω=2ω0

)
(ω − 2ω0)2 + . . .
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The first term on the left-hand side of equation (A.77) is developed as follows:

∇2

[
Θ(R(b) −RYZ) F̃ e

Z2ω0

(X,ω − 2ω0) exp (i ke(2ω0)X)
]

= ∇2

[
Θ(R(b) −RYZ) F̃ e

Z2ω0

(X,ω − 2ω0) exp
(
i ne(2ω0)2ω0

c
X

)]

= Θ(R(b) −RYZ) exp
(
i ne(2ω0)2ω0

c
X

)[
∂2

∂X2 F̃
e

Z2ω0

(X,ω − 2ω0)+

i 22ω0

c
ne(2ω0) ∂

∂X
F̃ e

Z2ω0

(X,ω − 2ω0) − 4ω2
0

c2 n2
e(2ω0) F̃ e

Z2ω0

(X,ω − 2ω0)
]

≈ Θ(R(b) −RYZ) exp
(
i ne(2ω0)2ω0

c
X

)[
i 22ω0

c
ne(2ω0) ∂

∂X
F̃ e

Z2ω0

(X,ω − 2ω0)

− 4ω2
0

c2 n2
e(2ω0) F̃ e

Z2ω0

(X,ω − 2ω0)
]

≈ Θ(R(b) −RYZ) exp (i ke(2ω0)X)
[
i 2ke(2ω0) ∂

∂X
F̃ e

Z2ω0

(X,ω − 2ω0)

− k2
e(2ω0) F̃ e

Z2ω0

(X,ω − 2ω0)
]

(A.78)

Under the assumption of a rigid cylindrical-shaped beam, the action of∇2
Y and∇2

Z on Θ is neglected. Furthermore,
in expression (A.78), the slowly varying envelope (SVE) approximation is used.
Regarding the second term on the left-hand side of equation (A.77), we neglect higher-order dispersion terms:[

k2
e(2ω0) + 2ke(2ω0) 1

ve
g(2ω0) (ω − 2ω0)

+ 1
(ve

g(2ω0))2

(
1− ke(2ω0)

∂ve
g

∂ω

∣∣∣
ω=2ω0

)
(ω − 2ω0)2 + . . .

]
Ẽe

Z2ω0

(r, ω − 2ω0) ≈ k2
e(2ω0) Ẽe

Z2ω0

(r, ω − 2ω0)
(A.79)

In this approximation, higher-related dispersion terms are disregarded, such as ordinary /extraordinary group velocity.
The last term in the left-hand side of equation A.77 yields zero because Θ is constant with respect to derivatives and
F̃ does not depend on Z.
One can derive the corresponding propagation equation for the Y -component of the ordinary wave through analogous
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steps. Finally, we obtain the following equations:

∂

∂X
F̃ o

Y ω0

(X,ω − ω0) = Θ(R(b) −RYZ) i (ω0)2

2 ko(ω0) ϵ0c2 P̃
NL
Y ω0

(r, ω − ω0) exp (−i ko(ω0)X) (A.80a)

∂

∂X
F̃ e

Z2ω0

(X,ω − 2ω0) = Θ(R(b) −RYZ) i (2ω0)2

2 ke(2ω0) ϵ0c2 P̃
NL

Z2ω0
(r, ω − 2ω0) exp (−i ke(2ω0)X) (A.80b)

They are the coupled amplitude equations for the cylindrical-shaped beam model.
Hereunder, we present detailed, step-by-step calculations for the equations introduced in Chapter 3, Section 3.3 of
the main text.

A.5 Study Case: calculations
Solution of equation (3.52a) and its representation in the time domain

F̃ o

Y ω0

(X,ω − ω0) = C̃o

Y ω0

(ω − ω0)∫ +∞

−∞

dω

2π exp (−i(ω − ω0)t) F̃ o

Y ω0

(X,ω − ω0) =
∫ +∞

−∞

dω

2π exp (−i(ω − ω0)t) C̃o

Y ω0

(ω − ω0)

F̃ o

Y ω0

(X,ω − ω0) = Co

Y ω0

(t)

(A.81)

Time-averaged fundamental intensity: equation (3.55)

We aim to evaluate the following equation:

⟨Iω0⟩ =

∥∥∥∥∥ 1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt
1
2 Re

{
Eω0(r, t) × H∗

ω0
(r, t)

}∥∥∥∥∥ (A.82)

We know that the fundamental slowly varying envelope is given by the following expression within the nonlinear
medium:

Eo
ω0

(r, t) = Θ(R(b) −RYZ) exp (i ko(ω0)X)

 0
F o

Y ω0
(t)

0

 (A.83)

This expression is obtained by plugging the solution of equation (3.52a) into (3.47a). We can use expression (C.10)
to obtain an expression for Hω0 :

Ho
ω0

(r, t) = Θ(R(b) −RYZ) no(ω0) cϵ0 exp (i ko(ω0)X)

 0
0

F o

Y ω0
(t)

 (A.84)
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With these expressions plugged into equation (A.82), we arrive at:

⟨Iω0⟩ =

∥∥∥∥∥X̂ 1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt
1
2 Re

{
no(ω0) ϵ0 c

∣∣F o
Y ω0

(0, t)
∣∣2}∥∥∥∥∥

= 1
2 no(ω0)ϵ0 c

1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt
∣∣F o

Y ω0
(0, t)

∣∣2
= 1

2 no(ω0)ϵ0 c
1

TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt |K f(t)|2

= 1
2 no(ω0)ϵ0 c |K|2

1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt |f(t)|2

= Ipeak
1

TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt exp
(
−t2/τ2)

= Ipeak
1

TPω0

√
π τ erf

(TP

2τ

)
= Ipeak

1
TPω0

√
π τ

(A.85)

Here, C(t) = K f(t), where K is a constant with units of V/m (i.e., SI units for electric field), and f(t) repre-
sents a temporal profile. This constant is introduced to align with equation (A.81), where C(t) is equivalent to
the amplitude function F e

Z,ω0
(0, t), which is also measured in units of V/m. In this case, we assume that f(t)

follows a Gaussian function: f(t) = exp
(
−t2/2τ2), which is generally a first good approximation28. Moreover,

Ipeak = 1
2ne(ω0)ϵ0 c |K|2 is the peak intensity. Additionally, erf

(
TPω0

2τ

)
is the error function evaluated at TPω0

2τ , and τ
is the pulse length. Given that the pulse length is 0.112 ps, the error function tends to unity since TP

2τ is a large number.
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Calculations regarding Intensity

This integral appears in the main text (Chapter 3, Section 3.3):

P̃NL
Z2ω0

(X, ω − 2ω0) =
∫ +∞

−∞
dt PNL

Z2ω0
(X, t) exp (i (ω − 2ω0) t)

= Θ(R(b) − RYZ) ϵ0 d22 exp (i 2ko(ω0) X)
∫ +∞

−∞
dt F o

Y ω0
(0, t) F o

Y ω0
(0, t)

= Θ(R(b) − RYZ) ϵ0 d22 exp (i 2ko(ω0) X)∫ +∞

−∞
dt

(∫ +∞

−∞

dω1

2π
exp (−i(ω1 − ω0)t) C̃o

Y ω0
(ω1 − ω0)

)
(∫ ∞

−∞

dω2

2π
exp (−i(ω2 − ω0)t) C̃o

Y ω0
(ω2 − ω0)

)
exp (i (ω − 2ω0) t)

= Θ(R(b) − RYZ) ϵ0 d33 exp (i 2ko(ω0) X)∫ +∞

−∞

dω1

2π

∫ +∞

−∞

dω2

2π
C̃o

Y ω0
(ω1 − ω0) C̃o

Y ω0
(ω2 − ω0)

∫ +∞

−∞
dt exp (i (ω − ω1 − ω2) t)

= Θ(R(b) − RYZ) ϵ0 d33 exp (i 2ko(ω0) X)∫ +∞

−∞

dω1

2π

∫ +∞

−∞

dω2

2π
C̃o

Y ω0
(ω1 − ω0) C̃o

Y ω0
(ω2 − ω0) δ(ω − ω1 − ω2)

= Θ(R(b) − RYZ) ϵ0 d22 exp (i 2ko(ω0) X)
∫ +∞

−∞

dω1

(2π)2 C̃o

Y ω0
(ω1 − ω0) C̃o

Y ω0
(ω − ω1 − ω0)

(A.86)

Through the variable substitution ξ = ω1 − ω0, this equation can be re-expressed as follows:

P̃NL
Z2ω0

(X,ω − 2ω0) = Θ(R(b) −RYZ) ϵ0 d22 exp (i 2ko(ω0)X)
∫ +∞

−∞

dξ

(2π)2 C̃o

Y ω0

(ξ) C̃o

Y ω0

(ω − 2ω0 − ξ) (A.87)
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Furthermore, the following integral appears in the main text (Chapter 3, Section 3.3) in equation (3.62):∫ +∞

−∞

dω

2π
Go(ω − 2ω0) exp (−i(ω − 2ω0)t)

=
∫ +∞

−∞

dω

2π

(∫ +∞

−∞

dξ

(2π)2 C̃o

Y ω0
(ξ) C̃o

Y ω0
(ω − 2ω0 − ξ)

)
exp (−i(ω − 2ω0)t)

=
∫ +∞

−∞

dω

2π

∫ +∞

−∞

dξ

(2π)2

(∫ +∞

−∞
dt1 Co

Y ω0
(t1) exp (iξt1)

)
(∫ +∞

−∞
dt2 Co

Y ω0
(t2) exp (i(ω − 2ω0 − ξ)t2)

)
exp (−i (ω − 2ω0) t)

= 1
2π

∫ +∞

−∞
dt1

∫ +∞

−∞
dt2 Co

Y ω0
(t1) Co

Y ω0
(t2)

(∫ +∞

−∞

dω

2π
exp (−iω (t − t2))

)

×

(∫ +∞

−∞

dξ

2π
exp (−iξ (t2 − t1))

)
exp (i2ω0t) exp (−i2ω0t2)

= 1
2π

∫ +∞

−∞
dt1

∫ +∞

−∞
dt2 Co

Y ω0
(t1) Co

Y ω0
(t2) δ(t − t2) δ(t2 − t1) exp (i2ω0t) exp (−i2ω0t2)

= 1
2π

(Co

Y ω0
(t))2

= 1
2π

(F o

Y ω0
(0, t))2

(A.88)

Time-averaged second-harmonic intensity: equation (3.63)

We aim to evaluate the following equation:

⟨I2ω0⟩ =

∥∥∥∥∥ 1
TPω0

∫ 1
2 TPω0

− 1
2 T+Pω0

dt
1
2 Re

{
E2ω0(r, t) × H∗

2ω0
(r, t)

}∥∥∥∥∥ (A.89)

We know that the second-harmonic slowly varying envelope is given by the following expression within the nonlinear
medium:

Ee
2ω0

(r, t) = Θ(R(b) −RYZ) exp (i ke(2ω0)X)

 0
0

F e

Z2ω0
(X, t)

 (A.90)
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This expression is obtained by plugging the solution of equation (3.52b) into equation (3.47b). We can use expression
(C.10) to obtain an expression for Hω0 :

He
2ω0

(r, t) = Θ(R(b) −RYZ) ne(2ω0) cϵ0 exp (i ke(2ω0)X)

 0
−F e

Z2ω0
(X, t)
0

 (A.91)

Here, we use the following approximation:
∣∣ ∂

∂XF
e
Z2ω0

∣∣ ≪ ke(2ω0)
∣∣F e

Z2ω0

∣∣. With this approximation, we assume
that over many wavelengths the envelope of the wave is nearly constant. With expressions (A.90) and (A.91) plugged
into equation (A.82), we arrive at:

⟨I2ω0⟩ =

∥∥∥∥∥X̂ 1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt
1
2 Re

{
ne(2ω0) ϵ0 c

∣∣F e
Z2ω0

(X, t)
∣∣2}∥∥∥∥∥

= 1
2 ne(2ω0)ϵ0 c

1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt
∣∣F e

Z2ω0
(X, t)

∣∣2 (A.92)

Using expression (3.61), equation (A.92) becomes:

⟨I2ω0⟩ = ω2
0 L

2 |d22|2√
8π5 ne(2ω0)n2

o(ω0) ϵ0 c3

TPω0

τ
⟨Iω0⟩

2 sinc2
(

∆k
2 L

)
(A.93)

This is the light intensity of the extraordinary wave after a propagation distance X = L. Regarding the integral, we
provide the details on the calculation below:

1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt
∣∣F e

Z2ω0
(X, t)

∣∣2 = (2ω0)4 X2

4k2
e(2ω0) c4 |d22|2 sinc2

(
∆k
2 X

)
1

4π2
1

TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt |F o

Y ω0

(t)|4

= ω2
0 X

2

n2
e(2ω0) c2 |d22|2 sinc2

(
∆k
2 X

)
1

4π2 |K|
4 1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt |f(t)|4

= ω2
0 X

2

n2
e(2ω0) c2 |d22|2 sinc2

(
∆k
2 X

)
1

4π2

4I2
peak

n2
o(ω0)c2ϵ20

1
TPω0∫ + 1

2 TPω0

− 1
2 TPω0

dt exp
(
2t2/τ2)

= ω2
0 X

2

n2
o(ω0)n2

e(2ω0) c4ϵ0
|d22|2 sinc2

(
∆k
2 X

)
I2

peak

π2
1

TPω0

√
π

2 τ

= ω2
0 X

2

n2
o(ω0)n2

e(2ω0) c4ϵ0
|d22|2 sinc2

(
∆k
2 X

) √
1

2π
τ

TPω0(
⟨Pω0⟩√
π Abeam

(
TPω0

τ

))2

= ω2
0 X

2

π2 n2
o(ω0)n2

e(2ω0) c4ϵ0
|d22|2 sinc2

(
∆k
2 X

) √
1

2π
TPω0

τ
⟨Iω0⟩2

(A.94)



Appendix B

Absorption & Wave Propagation

This appendix supplements Chapter 4 by providing additional details and explanations, such as those for omitted
intermediate steps in formula derivations.

B.1 Absorption Criterion
In this section, we derive a criterion to estimate the impact of neglecting higher-order terms in the Taylor expansion
of go,e around the carrier frequency, ωℓ:

1
4

∂

∂ℏω

[
loge

(
Im
{
χ

(1)
jk

})]∣∣∣
ℏω=ℏωℓ

≪ 1

Here, jk corresponds to either XX or YY for ordinary (o) waves, and jk corresponds to ZZ for extraordinary (e)
waves. To derive this expression, we start with the following equation:

go,e(ω) = go,e(ωℓ) + ∂go,e

∂ω

∣∣∣
ω=ωℓ

(ω − ωℓ) + ∂2go,e

∂ω2

∣∣∣
ω=ωℓ

(ω − ωℓ)2 + . . .

where the derivatives are given by the following expressions:

∂go,e

∂ω

∣∣∣
ω=ωℓ

= go,e(ωℓ)
(

1
ωℓ

+ 1
2
∂

∂ω

[
loge

(
Im
{
χ

(1)
jk (ωℓ)

})]∣∣∣∣∣
ω=ωℓ

)
(B.1a)

∂2go,e

∂ω2

∣∣∣
ω=ωℓ

= go,e(ωℓ)
(

1
ωℓ

∂

∂ω

[
loge

(
Im
{
χ

(1)
jk (ωℓ)

})]∣∣∣∣∣
ω=ωℓ

− 1
4 go,e(ωℓ)

∂

∂ω

[
Im
{
χ

(1)
jk (ωℓ)

}]∣∣∣∣∣
ω=ωℓ

+1
2

1
Im
{
χ

(1)
jk (ωℓ)

} ∂2

∂ω2

[
Im
{
χ

(1)
jk (ωℓ)

}]∣∣∣∣∣
ω=ωℓ

)
(B.1b)
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In estimating the relative importance of the second term in the Taylor expansion compared to the first, we can exploit
the narrow bandwidth assumption (i.e., ∆ω ≪ ωℓ). This allows us to approximate the maximum absolute difference
from the center frequency, max(|ω − ωℓ|), by ∆ω/2 (i.e., max(|ω − ωℓ|) ≈ ∆ω/2). So, we can compare the
following terms:

|go,e(ω)| = ωℓ

c

√
Im
{
χ

(1)
jk

}
(B.2a)

∣∣∣∣∂go,e

∂ω

∣∣∣
ω=ωℓ

∆ω
2

∣∣∣∣ = |go,e(ω)|

∣∣∣∣∣12 ∆ω
ωℓ

+ 1
2
∂

∂ω

[
loge

(
Im
{
χ

(1)
jk (ωℓ)

})]∣∣∣
ω=ωℓ

∆ω
2

∣∣∣∣∣ (B.2b)

Given the relation E = ℏω between energy (E) and angular frequency (ω), we can rewrite expressions (B.2) as
follows:

|go,e(ω)| = El

ℏc

√
Im
{
χ

(1)
jk

}
= ℏωℓ

ℏc

√
Im
{
χ

(1)
jk

}
(B.3a)

∣∣∣∣∂go,e

∂E

∣∣∣
ℏω=El

∆E
2

∣∣∣∣ =
∣∣∣∣∂go,e

∂ℏω

∣∣∣
ℏω=ℏωℓ

ℏ∆ω
2

∣∣∣∣ (B.3b)

= |go,e(ω)|
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2

∣∣∣∣∣ (B.3c)

where El = ℏωℓ, ∆E = ℏ∆ω. Since ∆ω ≪ ωℓ, the first term in the expression (B.3c) is negligible. Therefore, we
can focus on the next term in that expression:

|go,e(ω)|

∣∣∣∣∣12 ∂

∂ℏω

[
loge

(
Im
{
χ

(1)
jk

})]∣∣∣
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ℏ∆ω
2

∣∣∣∣∣ (B.4)

The second term in the Taylor series expansion typically plays a lesser role because the change in frequency,∆ω, is
much smaller than the base frequency, ωℓ. However, the presence of go,e within this term, which depends on ωℓ,
can counteract this diminishing effect. Hence, from expression (B.4), this influence gets diminished if the following
condition holds: ∣∣∣∣∣14 ∂

∂ℏω

[
loge

(
Im
{
χ

(1)
jk

})]∣∣∣
ℏω=ℏωℓ

∣∣∣∣∣≪ 1
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B.2 Solutions of equations (4.22)
We aim to solve the following equations:

∂

∂X
F̃ o

Y ω0
(X,ω − ω0) + 1

2αo(ω0)F̃ o

Y ω0
(X,ω − ω0)− i(ω − ω0)

vo
g

F̃ o

Y ω0
(X,ω − ω0) ≈ 0 (B.5a)

∂

∂X
F̃ e

Z2ω0
(X,ω − 2ω0) + 1

2αe(2ω0)F̃ e

Z2ω0
(X,ω − 2ω0)− i(ω − 2ω0)

ve
g

F̃ e

Z2ω0
(X,ω − 2ω0)

= i(2ω0)2

2ke(ω0)ϵ0 c2 P̃
NL

Z2ω0
(r, ω − 2ω0) exp (−i ke(2ω0)X) (B.5b)

Additionally, the boundary conditions are the following:

F o

Y ω0
(0, t) = K exp

(
− t2

2τ2

)
(B.6a)

F e

Z2ω0
(0, t) = 0 (B.6b)

The solution to equation (B.5a) is given by:

F̃ o

Y ω0
(X,ω − ω0) = C̃o

Y ω0

(ω − ω0) exp
(
−αo(ω0)

2 X

)
exp

(
i(ω − ω0)

vo
g

X

)
(B.7)

where C is a constant with respect to spatial coordinate. We can use the following expression in order to incorporate
the boundary condition (B.6a):

F o

Y ω0
(X, t) = 1

2π

∫ +∞

−∞
dω F̃ o

Y ω0
(X,ω − ω0) exp (−i (ω − ω0) t) when X = 0

F o

Y ω0
(0, t) = 1

2π

∫ +∞

−∞
dω C̃o

Y ω0

(ω − ω0) exp (−i (ω − ω0) t)

= Co

Y ω0

(t)

= K exp
(
− t2

2τ2

)
(B.8)

From equation (B.8), we can obtain an expression for Co

Y ω0
(ω − ω0) as follows:

C̃o

Y ω0

(ω − ω0) =
∫ +∞

−∞
dt Co

Y ω0

(t) exp (i (ω − ω0) t)

=
∫ +∞

−∞
dt K exp

(
− t2

2τ2

)
exp (i (ω − ω0) t)

= K
√

2π exp
(
−τ

2

2 (ω − ω0)2
) (B.9)
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With this result, we can calculate an expression for F o

Y ω0
(X, t) as follows:

F o

Y ω0
(X, t) = 1

2π

∫ +∞

−∞
dω F̃ o

Y ω0
(X,ω − ω0) exp (−i (ω − ω0) t)

= 1
2π

∫ +∞

−∞
dω C̃o

Y ω0

(ω − ω0) exp
(
−αo(ω0)

2 X

)
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(
i(ω − ω0)
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g
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)
exp (−i (ω − ω0) t)

= K exp
(
−αo(ω0)

2 X

)
exp

(
− 1

2τ2

(
t− 1

vo
g

X

)2
)

(B.10)

The integration turns out to be simple since the absorption coefficient is only evaluated at the carrier frequency of
the fundamental.
We can obtain an expression for the time-averaged fundamental intensity through the following expression which is
derived in Appendix C:

⟨Iω0⟩ =

∥∥∥∥∥ 1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

dt
1
2 Re

{
Eω0(X, t) × H∗

ω0
(X, t)

}∥∥∥∥∥ (B.11)

Here, TPω0
stands for the period-repetition time. In this case, Eω0(X, t) is given by the following expression:

Eo
ω0

(X, t) = exp (i ko(ω0)X)

 0
F o

Y ω0
(X, t)
0

 (B.12)

where F o

Y ω0
(X, t) is described by equation (B.10). The magnetic field can be written as follows∗:

Ho
ω0

(X, t) = no(ω0) cϵ0 exp (i ko(ω0)X)

 0
0

F o

Y ω0
(X, t)

 (B.13)

Plugging equations (B.12) and (B.13) into (B.11), we obtain the following expression:

⟨Iω0⟩ = Ipeak exp (−αo(ω0)X) 1
TPω0

∫ + 1
2 TPω0

− 1
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dt exp
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− 1
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(
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)

= Ipeak exp (−αo(ω0)X) 1
TPω0

1
2
√
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erf

 TPω0
2 + X

vo
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τ

+ erf

 TPω0
2 − X

vo
g

τ


= Ipeak exp (−αo(ω0)X) 1

TPω0

√
πτ

(B.14)

∗The magnetic field is calculated using equation (C.10): ∇ × Eωℓ = iµ0ωℓHωℓ . Additionally, we use the following approximation:∣∣ ∂
∂X

F o
Y ω0

∣∣≪ ko(ω0)
∣∣F o

Y ω0

∣∣. With this approximation, we assume that over many wavelengths the envelope of the wave is nearly constant.



APPENDIX B. ABSORPTION & WAVE PROPAGATION 137

where Ipeak is given by:

Ipeak = 1
2no(ω0) cϵ0 |K|2 (B.15)

Both error functions (denoted by erf) approach unity as their arguments become large numbers.
As we are interested in the fundamental intensity at the beginning of the nonlinear medium, we set X = 0, and
equation (B.14) becomes:

⟨Iω0⟩ = Ipeak
1

TPω0

√
πτ (B.16)

We arrive at an expression ( B.16) that is identical to the one derived in Chapter 3, equation (3.55). This suggests
that we can approximation equation (B.10) as follows:

F o

Y ω0
(X, t) ≈ K exp

(
−αo(ω0)

2 X

)
exp

(
− t2

2τ2

)
(B.17)

Or equivalently, we can write it as follows:

F o

Y ω0
(X, t) ≈ exp

(
−αo(ω0)

2 X

)
Co

Y ω0

(t) (B.18)

Both the original function exp
(
− 1

2τ2 (t− 1
vo

g
X)2

)
and its approximation exp

(
−t2/2τ2) are symmetrical around

t = 0. This means the positive and negative deviations from the average value due to the position (i.e.,X) term in the
original function tend to cancel out when integrated over the entire pulse period. Essentially, the errors introduced
by the approximation (ignoring position dependence) tend to cancel out when integrating over the entire symmetrical
pulse period.
To solve equation (B.5b), we require the nonlinear polarization in the frequency domain. We can obtain this by
performing a Fourier transform on equation (4.18c), leading to:

P̃NL
Z2ω0

(X,ω − 2ω0) = ϵ0 d22 G
o(ω − 2ω0) exp (−αo(ω0)X) exp (i 2ko(2ω0)X) (B.19)

where Go(ω − 2ω0) is given by:

Go(ω − 2ω0) =
∫ +∞

−∞

dξ

(2π)2 C̃o

Y ω0

(ξ) C̃o

Y ω0

(ω − 2ω0 − ξ)

In this context, we leverage the approximation (B.18) because the narrow-band nature of the scenario concentrates
the time-averaged value in the central region of the pulse.
Equation (B.5b) is a non-homogeneous differential equation. This implies that the general solution can be expressed as
the sum of two components: the homogeneous solution, which satisfies the equation when the nonlinear polarization
term is zero (i.e., P̃NL

Z2ω0
= 0), and a particular solution that accounts for the driving force of the nonlinearities. The

homogeneous solution of equation (4.22b) is given by:

ỹh = D̃e

Z2ω0

(ω − 2ω0) exp
(
−αe(ω0)

2 X

)
exp

(
i(ω − 2ω0)

ve
g

X

)
(B.20)



138 B.2. SOLUTIONS OF EQUATIONS (4.22)

We will now aim to solve equation (B.5b):
∂

∂X
F̃ e

Z2ω0
(X,ω − 2ω0) + 1

2αe(2ω0)F̃ e

Z2ω0
(X,ω − 2ω0)− i(ω − 2ω0)

ve
g

F̃ e

Z2ω0
(X,ω − 2ω0) =

iω0

ne(2ω0) c d22 exp (−αo(ω0)X)Go(ω − 2ω0) exp (−i∆kX)
(B.21)

where the phase-matching term ∆k is given by:

∆k = ke(2ω0)− 2ko(ω0)

= 2ω0

c

(
ne(2ω0)− no(ω0)

) (B.22)

The terms ko(ω0) and ke(2ω0) are given by equation (4.4a) evaluated at the fundamental and second-harmonic
frequency (ω = ω0, 2ω0). There are several ways of solving this differential equation, we use the integrating factor

method. The integrating factor, in this case, is given by µ = exp
([

αe(2ω0)
2 − i(ω−2ω0)

ve
g

]
X

)
. By multiplying

both sides of equation (B.21) by µ and integrating, this equation reduces to:

F̃ e

Z2ω0
(X,ω − 2ω0) = i ω0

ne(2ω0) cd22 exp
(
−
[
αe(2ω0)

2 − i(ω − 2ω0)
ve

g

]
X

)
∫ X

0
dx′Go(ω − 2ω0) exp

([
αe(2ω0)

2 − αo(ω0)− i
(

∆k + (ω − 2ω0)
ve

g

)]
x′
) (B.23)

We can make the following approximation:

F̃ e

Z2ω0
(X,ω − 2ω0) ≈ i ω0

ne(2ω0) cd22 exp
(
−
[
αe(2ω0)

2 − i(ω − 2ω0)
ve

g

]
X

)
∫ X

0
dx′Go(ω − 2ω0) exp

([
αe(2ω0)

2 − αo(ω0)− i∆k
]
x′
) (B.24)

This is based on the fact that the wave is a narrow-band signal. We can focus on the terms ∆k + (ω−2ω0)
ve

g
to

understand this approximation:

∆k + (ω − 2ω0)
ve

g

=
(
ne(2ω0)− no(ω0)

)2ω0

c
+ (ω − 2ω0)

ve
g

≈
(
ne(2ω0)− no(ω0)

)2ω0

c

(B.25)

In the narrow-band regime, we have the following scenario |ω − 2ω0| ≪ 2ω0. Additionally, the group velocity (ve
g)

generally falls on the same order of magnitude as the speed of light (c). These conditions lead to equation (B.25).
As Go(ω − 2ω0) is independent of spatial coordinates, equation (B.24) is now primed for integration:

F̃ e

Z2ω0
(X,ω − 2ω0) = i ω0 d22G

o(ω − 2ω0)

ne(2ω0) c
(
αe(2ω0)

2 − αo(ω0)− i∆k
)

(
exp

(
[−αo(ω0)− i∆k]X

)
− exp

(
−1

2αe(2ω0)X
))

exp
(
i(ω − 2ω0)

ve
g

X

) (B.26)
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After simple but extended algebraic manipulations, equation (B.26) reduces to:

F̃ e

Z2ω0
(X,ω − 2ω0) = i ω0 d22G

o(ω − 2ω0) exp (iθ)

ne(2ω0) c
√
αe(2ω0)

2 − αo(ω0)− i∆k[
exp

(
[−αo(ω0)− i∆k]X

)
− exp

(
−1

2αe(2ω0)X
)]

exp
(
i(ω − 2ω0)

ve
g

X

) (B.27)

where θ is given by:

θ = π + arctan
[(

αe(2ω0)
2 − αo(ω0)

)(
∆k
)−1

]
(B.28)

Equation (B.27) is the particular solution for equation (B.21). The general solution is the combination of equations
(B.20) and (B.27):

F̃ e

Z2ω0
(X,ω − 2ω0) = D̃e

Z2ω0

(ω − 2ω0) exp
(
−αe(ω0)

2 X

)
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)
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o(ω − 2ω0) exp (iθ)

ne(2ω0) c
√
αe(2ω0)

2 − αo(ω0)− i∆k[
exp

(
[−αo(ω0)− i∆k]X

)
− exp

(
−1

2αe(2ω0)X
)]

exp
(
i(ω − 2ω0)
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g

X

)
(B.29)

Under the initial condition (B.6b), this equation reduces to†:

F̃ e

Z2ω0
(X,ω − 2ω0) = i ω0 d22G

o(ω − 2ω0) exp (iθ)

ne(2ω0) c
√
αe(2ω0)

2 − αo(ω0)− i∆k[
exp

(
[−αo(ω0)− i∆k]X

)
− exp

(
−1

2αe(2ω0)X
)]

exp
(
i(ω − 2ω0)

ve
g

X

) (B.30)

D̃e

Z2ω0
(ω − 2ω0) turns out to be equal to zero. We can express equation (B.30) in the time-domain, as follows:

F e

Z2ω0
(X, t) =

∫ ∞

−∞

dω

2π F̃
e

Z2ω0
(X,ω − 2ω0) exp (−i(ω − 2ω0)t)

= i ω0 d22G
o(ω − 2ω0) exp (iθ)

ne(2ω0) c
√
αe(2ω0)

2 − αo(ω0)− i∆k[
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(
[−αo(ω0)− i∆k]X

)
− exp

(
−1

2αe(2ω0)X
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−∞

dω

2πG
o(ω − 2ω0) exp

(
i(ω − 2ω0)
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g

X

)
exp (−i(ω − 2ω0)t)

(B.31)

†Although the boundary condition is defined in the time domain, it is also compatible in the frequency domain: F e
Z,2ω0

(r = 0, t) =
F e

Z,2ω0
(r = 0, ω − 2ω0) = 0.
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In the integral, the space-related term can be neglected because the integration focuses on a smaller range (i.e., focus
on the narrow-band approximation) of ω where the phase factor variation is minimal:

F e

Z2ω0
(X, t) ≈ i ω0 d22G

o(ω − 2ω0) exp (iθ)

ne(2ω0) c
√
αe(2ω0)

2 − αo(ω0)− i∆k

[
exp

(
[−αo(ω0)− i∆k]X

)
− exp

(
−1

2αe(2ω0)X
)]

∫ +∞

−∞

dω

2πG
o(ω − 2ω0) exp (−i(ω − 2ω0)t)

(B.32)

This integral is already developed in expression (B.33):∫ ∞

−∞

dω

2π
Go(ω − 2ω0) e−i(ω−2ω0)t = 1

2π
(F o

Y ω0 (t))2 (B.33)

With this result, equation (B.33) becomes:

F e

Z2ω0
(X, t) = i ω0 d22G

o(ω − 2ω0) exp (iθ)

ne(2ω0) c
√
αe(2ω0)

2 − αo(ω0)− i∆k[
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(
[−αo(ω0)− i∆k]X

)
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(
−1

2αe(2ω0)X
)]

1
2π
(
F o

Y ω0
(t)
)2

(B.34)

B.3 Reflection Geometry
We will provide a step-by-step derivation for a and b in equation (4.75a). We use this relation k′

s(2ω0) · k′

s(2ω0) =
4(γ′

∥,ω0
)2 as follows

(k
′

s.x̄(2ω0))2 + (k
′

s.z̄(2ω0))2 = k
′

s(2ω0) · k
′

s(2ω0)

(2ki,x̄(ω0))2 + (aω0 + ibω0)2 = 4(γ
′

∥,ω0
)2

(B.35)

where we use expressions (4.73) and (4.75a). Since γ′

∥,ω0
is given by equation (4.48), the next step revolves around

equating the corresponding real and imaginary parts of equation (B.35):

(2ki,x̄(ω0))2 + (aω0 + ibω0)2 = 4(γ
′

∥,ω0
)2

= 4
(
β

′

∥,ω0
+ iα

′

∥,ω0

)2

= 4ω2
0

c2 ϵ
′

∥(ω0)

= 4ω2
0

c2

[
Re
{
ϵ

′

∥(ω0)
}

+ i Im
{
ϵ

′

∥(ω0)
}]

(B.36)

The real part of equation (B.36) is the following:

a2
ω0
− b2

ω0
= 4

(
β

′

∥,ω0

)2
− 4

(
α

′

∥,ω0

)2
− 4(ki,x̄(ω0))2 = 4ω2

0
c2 Re

{
ϵ

′

∥(ω0)
}
− 4(ki,x̄(ω0))2 (B.37)
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Through using the following relation (2ki,x̄(ω0))2 =
(

2γ′

∥,ω0
sin(θi)

)2
= 4ω2

0
c2 ϵ∥(ω0) sin(θi), equation (B.37)

reduces to:
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(
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{
ϵ

′

∥(ω0)
}
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)
= A∥,ω0

(B.38)

Regarding the imaginary part, we have the following expression:

8β
′

∥,ω0
α

′

∥,ω0
= 2aω0bω0

= 4ω2
0

c2 Im
{
ϵ

′

∥(ω0)
}

= B∥,ω0

(B.39)

From these two equations (B.38) and (B.39), we can solve for a and b:

aω0 =


√
A2

∥,ω0
+B2

∥,ω0
+A∥,ω0

2

1/2

(B.40a)

bω0 =


√
A2

∥,ω0
+B2

∥,ω0
−A∥,ω0

2

1/2

(B.40b)

Following an analogous procedure with the relation k′

T(2ω0)·k′

T(2ω0) = (γ′

⊥,2ω0
)2, we find the following expressions

for c and d:

c2ω0 =


√
A2

⊥,2ω0
+B2

⊥,2ω0
+A⊥,2ω0

2

1/2

(B.41a)

d2ω0 =


√
A2

⊥,2ω0
+B2

⊥,2ω0
−A⊥,2ω0

2

1/2

(B.41b)
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where:

c2
2ω0
− d2

2ω0
=
(
β

′

⊥,2ω0

)2
−
(
α

′

⊥,2ω0

)2
− 4 (ki,x̄(ω0))2

= (2ω0)2

c2

(
Re
{
ϵ

′

⊥(2ω0)
}
− ϵ∥(ω0) sin(θi)

)
= A⊥,2ω0 (B.42a)

2β
′

⊥,2ω0
α

′

⊥,2ω0
= 2c2ω0d2ω0

= (2ω0)2

c2 Im
{
ϵ

′

⊥(2ω0)
}

= B⊥,2ω0 (B.42b)

Reflected time-averaged second-harmonic intensity

We aim to develop the following equation:

⟨I2ω0R
(r)⟩ =

∥∥∥∥∥ 1
TPω0

∫ 1
2 TPω0

− 1
2 TPω0

dt
1
2 Re{E

2ω0R

(r, t) × H∗

2ω0R

(r, t)}

∥∥∥∥∥ (B.43)

E2ω0R
and H2ω0R

are given by the following expressions:

E2ω0R
(r, t) =

0
1
0

 exp (ikR(2ω0) · r) F2ω0R
(t) (B.44a)

H∗
2ω0R

(r, t) =

cos(θR)
0

sin(θR)

 1
µ0 2ω0

γ⊥,2ω0 exp (−ikR(2ω0) · r) F ∗
2ω0R

(t) (B.44b)

Using these expressions, we can obtain the following term:

1
2 Re{E

2ω0R

(r, t) × H∗

2ω0R

(r, t)} = 1
2

 sin(θR)
0

− cos(θR)

 1
µ0 2ω0

γ⊥,2ω0

∣∣∣F2ω0R
(t)
∣∣∣2 (B.45)
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We will now focus on
∣∣∣F2ω0R

(t)
∣∣∣2 (F2ω0R

(t) is given by equation (4.89)):

∣∣∣F2ω0R
(t)
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We introduce new variables (i.e., p, q, p′
, q

′ ) for the sake of readability. We obtain these variables as follows:

1
(2γ′

∥,ω0
)2 − (γ′

⊥,2ω0
)2 = 1

4(β′

∥,ω0
)2 + (α′

⊥,2ω0
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∥,ω0
α

′

∥,ω0
− 2β′

⊥,2ω0
α

′
⊥,2ω0

)
= 1
q + ip

(B.47)

Here, we introduce q and p, which are given by the following expressions:

q = 4(β
′

∥,ω0
)2 + (α

′

⊥,2ω0
)2 − (β

′

⊥,2ω0
)2 − 4(α

′

∥,ω0
)2 (B.48a)

p = 8β
′

∥,ω0
α

′

∥,ω0
− 2β

′

⊥,2ω0
α

′

⊥,2ω0
(B.48b)

We can develop the expression for the transmission coefficient t{p} as follows:

t{p} =
2n∥(ω0) cos(θi)

n∥(ω0) a+ib
2γ

′
∥,ω0

+ n
′

∥(ω0) cos(θi)

=
2n∥(ω0) cos(θi)

q′ + ip′

(B.49)

Here, we develop the denominator (i.e., we mainly rationalize the complex quantities):
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= 1
2
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The next operation is the integration, which yields the following:

1
TPω0

∫ + 1
2 TPω0

− 1
2 TPω0

∣∣∣F2ω0 i
(t)
∣∣∣4 = 1

TPω0

|K|2
∫ + 1

2 TPω0

− 1
2 TPω0

exp
(
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)

= 1
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4I2
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ϵ20c
2n2

∥(ω0)

√
π

2 τ
(B.51)

Here, we use the relation (4.84):
Iz̄→0− = ϵ0 c

2 n∥(ω0) |K|2

Finally, we gather together all these calculations and take the Euclidean norm, which yields the following expression:

⟨I2ω0R
⟩ = 16ω3

0 γ⊥,2ω0

ϵ0 c4
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Appendix C

Time-averaged Poynting vector

To compute an intensity observable (e.g. for the second harmonic generation intensity) we use the time-averaged
Poynting vector. The Poynting vector revolves around the energy flow, but its rapid fluctuations make it challenging
for detectors to track. However, detectors are capable of responding to the energy accumulated within a characteristic
time scale, such as the period-repetition time (TP) of a pulsed field, or the period (T ) of a field of a continuous-wave
field. Therefore, averaging over TP (or T ) is sensible.
The electric and magnetic fields for a frequency mode ωℓ is characterized by the following expression:

Eωℓ
(r, t) = 1

2

[
Eωℓ

(r, t) exp(−iωℓt) + E∗
ωℓ

(r, t) exp(iωℓt)
]

(C.1a)

Hωℓ
(r, t) = 1

2

[
Hωℓ

(r, t) exp(−iωℓt) + H∗
ωℓ

(r, t) exp(iωℓt)
]

(C.1b)

where the subscript ωℓ corresponds to either the fundamental frequency ω0 or the second-harmonic frequency 2ω0.
E and H are slowly-varying complex envelope in space and time for the electric field and magnetic field, respectively.
The time-averaged intensity is given by by the magnitude of the Poynting vector as follows:

⟨Iωℓ
⟩ = ∥⟨Sωℓ

⟩∥ = ∥⟨Eωℓ
× Hωℓ

⟩∥ (C.2)
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Let’s further developed the Poynting vector using equations (C.1a) and (C.1b):

Sωℓ
= Eωj

× Hωj

= 1
2

[
Eωℓ

(r, t) exp(−iωjt) + E∗
ωℓ

(r, t) exp(iωjt)
]

× 1
2

[
Hωℓ

(r, t) exp(−iωjt) + H∗
ωℓ

(r, t) exp(iωjt)
]

= 1
4

[
Eωℓ

× H∗
ωℓ

+ E∗
ωℓ

× Hωℓ
+ Eωℓ

× Hωℓ
exp(−2iωjt) + E∗

ωℓ
× H∗

ωℓ
exp(2iωjt)

]

= 1
2 Re

{
Eωℓ

(r, t) × H∗
ωℓ

(r, t)
}

+ 1
2 Re{Eωℓ

(r, t) × Hωℓ
(r, t) exp(−i2ωjt)}

(C.3)

For the case of a pulsed radiation, the time-averaged of the Poynting vector over time is given by:

⟨Sωℓ
⟩ = 1

TPωℓ

∫ +TPωℓ
/2

−TPωℓ
/2
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= 1
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1
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{
Eωℓ

× H∗
ωℓ

}
+ 1

2 Re{Eωℓ
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]

≈ 1
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∫ +TPωℓ
/2

−TPωℓ
/2
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1
2 Re

{
Eωℓ

(r, t) × H∗
ωℓ

(r, t)
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(C.4)

where TPωℓ
is the period-repetition time for frequency ωℓ involved in the nonlinear process. The final step is based on

the fact that exp{−i2ωjt} is a rapid oscillating function within the timescale TPωℓ
, resulting in effectively negligible

contribution to the integral, despite being multiplied by slowly-varying functions. Finally, the time-averaged intensity
is given as follows:

⟨Iωℓ
⟩ =

∥∥∥∥∥ 1
TPj

∫ +TPωℓ
/2

−TPωℓ
/2

dt
1
2 Re

{
Eωℓ

(r, t) × H∗
ωℓ

(r, t)
}∥∥∥∥∥ (C.5)

In order to compute equation (C.5), we need to calculate the magnetic field. We can use the following equation to
calculate the magnetic field:

∇× Eωℓ
= −µ0

∂

∂t
Hωℓ

(C.6)

Plugging equations (C.1) into this equation, we obtain the following expression:

∇× Eωℓ
= iµ0ωℓHωℓ

− µ0
∂Hωℓ

∂t
(C.7)

From equation (3.21) in Chapter 3, we can express the slowly-varying envelopes as follows:

Eωℓ
(r, t) = 1

2π

∫ +∞

−∞
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′
Ẽωℓ

(r, ω
′
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(
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′
t
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(C.8a)

Hωℓ
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2π

∫ +∞

−∞
dω

′
H̃ωℓ

(r, ω
′
) exp

(
−i ω

′
t
)

(C.8b)
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Then, by plugging these expressions into equation (C.7), we obtain the following:

∇× 1
2π
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′
) exp

(
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t
)

≈ iµ0ωℓ

2π

∫ +∞

−∞
dω

′
H̃ωℓ

(r, ω
′
) exp

(
−i ω

′
t
) (C.9)

Here, we take into consideration the fact that ω′ ≪ ωℓ for narrow bandwidth fields used when deriving the wave
equation for the electric field. Finally, by Fourier transforming back, equation (C.9) becomes:

∇× Eωℓ
= iµ0ωℓHωℓ

(C.10)

Using this equation, we can obtain the magnetic field after calculating the second-harmonic electric field.





Appendix D

Two approaches towards problems in linear
and nonlinear optics

Generally, the field is assumed to be of infinite extent and constant in amplitude and phase in a plane transverse
to the direction of propagation. Under this approximation, envelope solely depends on z (in general, longitudinal
coordinate) and t as follows: F exp (i(kz − ωt)). Such a wave is called an infinite plane wave.
When transverse effects are not longer neglected, a common form of a finite beam is the TEM00 mode of a circular
Gaussian beam. The field of this type of wave is written as follows:

E(r, t) = E(r⊥, z, t) = 1
2 ê F (r⊥, z) exp (i(kz − ωt)) + c.c.

F (r⊥, z) = F (z, t) W0

W (z) exp
(
i

[
kr2

2q(z) − tan−1

(
z

zR

)])

F (r⊥, z) = F (z, t) W0

W (z) exp
(
−r2

W 2(z)

)
exp

(
i

[
kr2

2R(z) − tan−1

(
z

zR

)]) (D.1)

Remarkably, the beam has a Gaussian cross section with a variable radius W (z), which is defined as the half-width
of the Gaussian curve at the point r (the radial coordinate), where the curve is at 1/e of its maximum value. W (z)
is given by:

W (z) = W0

[
1 +

(
z

zR

)]1/2

(D.2)

where W0 is minimum radius at z = 0. The diameter of the beam at z = 0 is 2W0, which is called the beam waist.
The quantity q(z) is called a complex radius of curvature:

q(z) = z − i zR (D.3)
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Finally, the quantity zR is called the Rayleigh range, and is defined by

zR = nπW 2
0

λ
(D.4)

where n is the index of refraction of the medium, and λ is the wavelength. The distance between the points ±zR

about the waist is called the confocal parameter b of the beam, b = 2zR. These sets of parameters prove valuable
for estimating solutions when assessing propagation equations within the context of the plane-wave approxima-
tion11, pp.91−98.



Appendix E

Computational Details: DFT

This section complements the computational details provided in Chapter 4, Section 4.5.

There are several parameters that one must properly choose in order to run simulations. These parameters are
selected based on convergence tests regarding the total energy of the system in both codes: GPAW and Exciting.
For instance, we evaluate the number of plane waves utilized to study the system, distinguished by the flags “ecut”
(see equation (2.67) in Chapter 2, Section 2.3.1) and “rgkmax” (see Chapter 2, Section 2.3.1, page 29) in GPAW
and exciting, respectively. Additionally, we assess the sampling of the Brillouin zone, characterized by “kpt” and
“ngridk” in GPAW and exciting, respectively (for an explanation of the role of k-point sampling, see pages 21 and
22). The units of ecut are chosen to be electronvolts (eV), while rgkmax is a dimensionless parameter47. Based on
these simple convergence tests, the chosen parameters are: 1200 eV for “ecut” and a 5× 5× 5 Monkhorst-Pack grid
for “kpts” (See Fig. E.1); 7 for “rgkmax” and a 9× 9× 9 size mesh for “ngridk” (See Fig. E.2).
The relaxed structure is computed from computing the total energy of the system with respect to different material
volumes (see Fig. E.3). We find the optimal volume (consequently the lattice parameter∗) using the Birch-Murnaghan
equation of state107 (see Fig. E.3):

E(V ) = E0 + 9V0B0

16

[(V0

V

)2/3
− 1
]3

B
′

0 +
[

6− 4
(
V0

V

)2/3
] (E.1)

where B0 is the bulk modulus at equilibrium V0, and B′

0 is the first derivative of the bulk modulus with respect to
pressure.

Finally, with the relaxed structure, we compute the dielectric functions with GPAW while second-order suscepti-
bility tensor with Exciting. Regarding the former, we calculate the dielectric matrix using equation (2.101), where
the cut-energy value is 200 eV. We increase the sample of the reciprocal space, using a 19× 19× 19 k-mesh. Com-
paring with previous DFT calculations on LiNbO3, Husin et al.108 performed geometric optimization and calculated

∗We obtain the lattice parameter by solving for a0 in the following equation:
∣∣a0â ·

(
a0b̂ × a0ĉ

)∣∣ = V0, where a0 is the optimal lattice
parameter.
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the optical properties of LiNbO3 using the Monkhorst-Pack method with a Vanderbilt-type ultrasoft pseudopotential.
They employed a plane-wave cut-off energy of 500 eV and a 3× 3× 2 k-mesh size. They determined the ordinary
and extraordinary dielectric functions of LiNbO3 crystals for photon energies up to 40 eV.

However, Mamoun et al.109 calculated the dielectric functions of LiNbO3 crystals for photon energies up to 30
eV, but they sampled the reciprocal space by a larger Monkhorst–Pack mesh: 11× 11× 11. Therefore, as we aim to
calculate at higher energies (72 eV), we use a 19× 19× 19 k-mesh.

To compute the second-order susceptibility tensor, we employed equations (2.105) and (2.106) along with a
15× 15× 15 k-mesh for sampling the reciprocal space. This specific k-mesh selection aligns with previous studies
on materials like LiNbO3

15 and LiOsO3
18, which used the same k-mesh density (15 × 15 × 15) to calculate the

second-order susceptibility tensor in the XUV range.
Our choice of the GGA-PBE functional is motivated by two factors. Firstly, as shown by Husin et al.108, it

reproduces the lattice parameters of LiNbO3 crystals more accurately than the LDA functional. This justifies its use
for the subsequent calculations throughout this thesis. Secondly, we employ the scissor operator to better represent
the energy levels compared to those obtained from DFT calculations. To achieve this, we shift the conduction energy
levels by the band gap value computed using a higher-level theories, such as G0W0. As noted by Husin et al.108,
these high-level theories typically rely on GGA-PBE functionals. For consistency in applying the scissor operator,
we therefore perform our DFT calculations using the GGA-PBE functional as well.

We acknowledge that we were unable to perform a convergence test on the k-mesh size due to limitations in
computational resources. Therefore, the chosen parameters represent the maximum achievable resolution within our
computational constraints. A more comprehensive study incorporating convergence tests is recommended for future
investigations.

There are additional computational details regarding the Exciting code. The wave functions, potential, and
charge density are expanded into two different bases. They are expanded in spherical harmonics within the atomic
spheres, while outside the spheres (interstitial region) they are expanded in a plane wave basis (See Chapter 2, Section
2.3). Inside the sphere, the maximum value of the angular momentum number l for wave functions, potential, and
density is lmax = 8. For the muffin-tin radii, we choose rLi = 1, 7 Bohr, rO = 1.45 Bohr and rNb = 2 Bohr.
Additionally, local orbitals are incorporated into the calculations for each atomic species: s for Li, s and p for O, and
s, p and d for Nb. All this information is contained within the species file for each atomic species that Exciting
needs for running calculations. We use default species files provided by Exciting developers47.

Since GPAW utilizes the Atomic Simulation Environment (ASE)74, a Python package for managing atomic
simulations, it adopts the unit conventions of ASE. These primarily consist of electron volts (eV) for energy and
angstroms (Å) for lengths. However, Exciting uses atomic units; relevant units include Hartree (Ha) for energies
and Bohr for lengths. When working with Exciting results, it is often necessary to convert these units to electron
volts (eV) and angstroms (Å) for consistency with GPAW calculations.
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(a) Change of the the total energy per atom with respect to the size of the plane-
wave basis set, which is characterized by a cut-off energy (εecut) parameter.

(b) Change of the total energy per atom with respect to the k-point grid size.
For example, k-point = 11 corresponds to the case where 11×11×11 points
are used to sample the reciprocal space.

Figure E.1: Total energy per atom as a function of various DFT parameters, calculated using the GPAW code. The
gray region represents a 1 meV energy window. Points within this region indicate a difference of less than 1 meV
between them.
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(a) Change of the the total energy per atom with respect to rgkmax. The
parameter rgkmax implicitly determines the number of basis functions.

(b) Change of the total energy per atom with respect to the k-point grid size.

Figure E.2: Total energy per atom as a function of various DFT parameters, calculated using the Exciting code.
The gray region represents a 30 meV energy window. Points within this region indicate a difference of less than 30
meV between them.
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Figure E.3: GGA-PBE computed equation of state for bulk LiNbO3, which is fitted with a polynomial equation.
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Figure E.4: Visualization of the non-zero second-order nonlinear susceptibility components of LiNbO3. Shown in
a clockwise direction from the upper left quadrant are the components: XXZ, ZXX , YYY , and ZZZ.
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Abbreviations & Symbols

XYZ Crystal physics coordinate system 11
χχχ(2)(−ωσ; ω1, ω2) Second-order susceptibility tensor ix, 17
ϵ Linear dielectric tensor 13
E(r, t) Temporal slowly varying envelope of an electric field 9, 37
k (Wave vector) Electric field propagation vector 9
P Power 9
E(r, t) Electric field 7
H(r, t) Magnetic field 7
k Crystal momentum of the electrons within periodic structures 21
εnk Eigenvalue (energy) of the independent-particle Kohn-Sham Hamiltonian 24
F̃ e

j ωl
(r, ω − ωl) Spatially slowly varying Envelope of an extraordinary wave in the frequency domain 45

F̃ o
j ωl

(r, ω − ωl) Spatially slowly varying envelope of an ordinary wave in the frequency domain 45
x1x2x3 Principal (dielectric) coordinate system 11
LiNbO3 Lithium Niobate 2, 37

DFT Density Functional Theory 2, 7

SHG Second Harmonic Generation 1, 7, 37, 68, 107

UV Ultraviolet 1

XUV Extreme Ultraviolet 2
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